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Abstract—For the problem that the brush and slip ring of new energy vehicles' drive motor excitation system may bring some safe hidden troubles when the car running, a method of contactless synchronous motor rotor excitation was proposed, and the resonance compensation method was adopted to improve the contactless excitation energy transfer efficiency. The working principle of contactless excitation system was studied, established the mutual inductance model of loosely coupled transformer and analyzed the characteristics of the loosely coupled transformer, presented the design principle of contactless excitation power supply resonance compensation system and analyzed the transmission properties of the contactless energy transmission system. The simulation and experimental results show that; the series-series resonance compensation can effectively compensate the efficiency loss caused by contactless transformer's leakage inductance, increase the current and voltage's amplitude of transformer's second side. When the power supply works in all resonance condition, through the resonance compensation can significantly increase the transmission efficiency of contactless synchronous motor excitation power supply.
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I. INTRODUCTION

Due to the existence of electric brush and slip ring in traditional excited motor, it increases the contact resistance. Along with the increase of excitation current, electric brush and slip ring are often caused by poor contact fever. Seriously, it produces fire with burning electric brush and slip ring. The quality of electric brush affects the operation stability directly, as the same time with high failure rate\cite{1-3}. In this paper, analyses the theory of contactless energy transmission and puts forward design which is a brand new way of excitation called contactless excitation system (CES) that proposes to instead the traditional excitation. It uses high frequency power supply switch has loosely coupled rotary transformer as the core. On this basis, this paper emphasizes on loose coupled rotating transformer is studied in the system. The loose coupled rotating transformer is different from the relatively static transformer in the inductive coupled power transfer (ICPT). Loose coupled rotating transformer the performance of the power transmission is the core technology of this method in the contactless excitation system. It is necessary that the whole system and operation security are due to the good operation\cite{4-7}. In\cite{8} has the optimal design of magnetic circuit model transformer for ICPT. Analyses the different winding peach sticks on the effects of overall performance. In\cite{9} analyses the adjacent windings and coaxial windings magnetic circuit model and the corresponding experimental data is presented. In\cite{10} introduces the advantage of the S/SP compensation strategy used in ICPT system, with the voltage gain and T equivalent circuit are given at the same time.

This paper studies the working principle of contactless excitation system, the establishment of a loosely coupled transformer mutual inductance model, and uses the resonance compensation mode to improve the contactless energy transmission system transmission efficiency, we also analyse the principle of contactless excitation resonance compensation system and transmission characteristics. Finally through the simulation and prototype experiment theory are verified\cite{11-15}.

II. CONTACTLESS EXCITATION SYSTEM

The CES is designed on the basis of ICPT. It compared with traditional ICPT system the biggest characteristics are a loose coupled transformer is rotating at high speed and strict working space size. The transformer in the ICPT system is relatively static energy transmission system. A large number of literature at home and abroad show that the rotating transformer is applied to the motor magnetic force is a new field. The CES comprise DC – AC convertor, loose coupled rotating transformer, AC – DC convertor and exciting windings. The switching power supply of the CES adopted isolation type DC – DC convertor. Its core is loose coupled rotating transformer with the function of isolation. The transformer can be used to replace the excitation system of collector ring and brush, realize the real meaning of brushless excitation. The CES brushless excitation system is shown in Fig. 1. The whole CES is a high frequency switch power supply with special transformer. Inverter controlled switch tube by high frequency signal. At the same time, DC power supply is transformed into high frequency alternating current which is loaded into the transformer primary coil. Secondary induction of the transformer induced the high-frequency voltage, getting through a rectification filtering supply exciting windings. The secondary windings and iron core of transform-
er are coaxial arrangement with motor rotor. As a result of loose coupled rotating transformer, when secondary core rotating with the rotor, the magnetic circuit is almost not influenced by any factor. CES eliminate slip ring and electric brush that repeatedly wear caused by the defect completely.

Secondary core of loose coupled rotating transformer, rectifier, motor rotor core and exciting winding are coaxial. Primary side of the Loose coupled transformer setup on the motor stator. Controller and inverter are placed in the stator shell cavity. Common DC bus is arranged on the stator casing surface. The primary core and secondary core of the loose coupled rotating transformer are relative arrangement. The primary core and secondary core of the loose coupled rotating transformer are designed between 0.5 mm to 3 mm. Assembly of loose coupled rotating transformer is shown in Fig. 2.

III. ADJACENT WINDINGS IN LOOSE COUPLED ROTATING TRANSFORMER WINDING

The accurate magnetic resistance model and electrical model can be obtained from the physical layout of winding topology. Adjacent windings are shown in Fig. 3. The physical model of winding topology structure of adjacent is shown in Fig. 3 (a). In order to increase the magnetizing inductance, it is necessary to let the air gap parts in mechanical performance good as far as possible under the premise of reducing winding relative cross-sectional area to big as far as possible which causes the magnetizing inductance is increased. To reduce the leakage inductance value, it requires winding close winding on the magnetic tank center column. By physical model can be derived flux path model is shown in Fig. 3 (b). $R_s$ is for the flux path magnetic resistance. $R_{ai}$ is for the air gap path magnetic resistance. $R_{ai1}$ and $R_{ai2}$ are for the coil magnetic resistance. Magnetic flux path can be concluded by physical model, which is shown in Fig. 3 (b). $R_{ai1}$ and $R_{ai2}$ are for the air gap path magnetic resistance. $R_{ai}$, $R_{ai1}$ and $R_{ai2}$ are for the coil magnetic resistance. Equivalent circuit is shown in Fig. 4.

![Fig. 1 Contactless excitation system](image1)

![Fig. 2 Assembly drawing of the contactless excitation system](image2)

![Fig. 3 Adjacent windings topology model](image3)
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In loose coupled rotating transformer each part of the magnetic tank represents a part of inductance. The loose coupled rotating transformer magnetizing inductance and leakage inductance can be deduced by the following formula

\[
L_m = N_p^2 \left( \frac{l_c}{\mu_0 A_e} + \frac{l_p}{\mu_0\mu_{r_p} A_{e_p}} \right)^{-1}
\]

\[
L_l = N_p^2 \left( \frac{l_p}{\mu_0 A_{e_p}} \right)^{-1}
\]

where \(N_p\) is the number of the primary windings, \(l_c\) is the length of the magnetic circuit, \(l_p\) is the length of air gap, \(A_e\) is the cross-sectional area, \(A_{e_p}\) is the air gap cross-sectional area, \(l_{e_p}\) is the length of the equivalent magnetic circuit, \(A_{e_p}\) is the equivalent sectional area.

IV. COMPENSATION STRATEGY

For traditional transformer, the coupling coefficient is usually above 0.9, close to 1. The transformer in CES belongs to loose coupling system, which the coupling coefficient is below 0.9, some is even lower than 0.1, the more leakage inductance, core work in the magnetization curve linear part, due to the air gap. According to the literature above it can get the mapping impedance

\[
Z_i = -\frac{j\omega M I_s}{I_p} = R_i + jX_i
\]

where \(M\) is mutual inductance between primary side and secondary side, \(R_i\) is mapping resistance, \(X_i\) is mapping reactance, \(L_s\) is secondary inductance, \(L_p\) is primary inductance, \(R_{i_1}\) is load resistance.

There are 4 basic resonance compensation circuits as shown in Fig. 5.

When secondary side uses the series resonance compensation, the circuit is in a state of resonance

\[
\omega = \frac{1}{\sqrt{L_s C_s}}
\]

(4)

Reflecting impedance can be simplified to

\[
Z_s = \frac{\omega^2 M^2}{Z_s}
\]

(5)

Four different resonance compensation strategies are obtained from series compensation and shunt compensation. In the CES, it determines the working frequency of the system, and then calculates the compensation capacitor vice edge. According to the resonant formula (4), we can get the capacitor in series compensation

\[
C_s = \frac{1}{\omega_0^2 I_s}
\]

(6)

where \(\omega_0\) is the frequency for secondary side resonance.

Secondary side parallel resonant compensator capacitor

\[
C_s = \frac{R_i^2 + \sqrt{R_i^4 - 4L_s L_{s_1}}}{2L_s R_{i_1}} \frac{M^2}{\omega^2}
\]

(7)

By (6) can clearly see that, as the load capacitance value size into nonlinear change that is not fit for CES. Series compensation is superior to the parallel compensation for the secondary side in CES. At the same time the mapping impedance is described by \(Z_s\). Put (5) into (6) and (7) when secondary side uses the series compensation

\[
\text{Re}Z_s = \frac{\omega^4 C_s^2 M^2 R_{i_1}}{(\omega^2 C_s L_s - 1)^2 + \omega^2 C_s^2 R_{i_1}^2}
\]

(8)

\[
\text{Im}Z_s = -\frac{\omega^4 C_s^2 M^2 (\omega^2 C_s L_s - 1)}{(\omega^2 C_s L_s - 1)^2 + \omega^2 C_s^2 R_{i_1}^2}
\]

(9)

When secondary side uses the shunt compensation

\[
\text{Re}Z_s = \frac{\omega^3 M^2 R_{i_1}}{R_i^2 (\omega^2 C_s L_s - 1)^2 + \omega^2 L_{s_1}}
\]

(10)
\[
\text{Im}Z_i = -\omega^3 M^2 \left[ C_i R_i^0 (\omega^2 C_i L_s - 1) + L_s \right] \frac{R_i}{(\omega^2 C_i L_s - 1)^2 + \omega^2 L_i^0} \] (11)

Re is real part, Im is imaginary part. Set the equivalent total impedance of primary \(Z_i\), when the primary side with series compensation

\[
Z_i = j\omega L_p + \frac{1}{j\omega C_p} + Z_r
\] (12)

When primary side the parallel compensation

\[
Z_s = \frac{1}{j\omega C_p + \frac{1}{j\omega C_p} + Z_r}
\] (13)

The real part of \(Z_s\) is the active power. The imaginary part of \(Z_i\) is the reactive power. When \(\omega = \omega_0\), the calculation results can be expressed as shown in Table 1.

<table>
<thead>
<tr>
<th>Resonant Topology</th>
<th>Primary Capacitance</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>(C_p = \frac{1}{\omega_0 L_p})</td>
</tr>
<tr>
<td>SP</td>
<td>(C_p = \frac{1}{\omega_0^2 \left( L_p - \frac{M^2}{L_s} \right)})</td>
</tr>
<tr>
<td>PP</td>
<td>(C_p = \frac{L_p \left( \frac{M^2}{L_s} \right)^2 + \omega_0^2 \left( L_p - \frac{M^2}{L_s} \right)^2}{\left( \frac{M^2 R_i}{L_s} \right)^2 + \omega_0^2 \left( L_p - \frac{M^2}{L_s} \right)^2})</td>
</tr>
<tr>
<td>PS</td>
<td>(C_p = \frac{L_p \left( \frac{M^2}{L_s} \right)^2 + \omega_0^2 \left( L_p - \frac{M^2}{L_s} \right)^2}{\left( \frac{M^2 R_i}{L_s} \right)^2 + \omega_0^2 \left( L_p - \frac{M^2}{L_s} \right)^2})</td>
</tr>
</tbody>
</table>

Different compensation structures of energy transmission system have different characteristics, the transmission power with different compensation mode are gained by the following formulas

\[
P_{ss} = \frac{(\omega_0 M L_p)^2}{\frac{R_i}{R_i}} = \frac{U_p^2 R_i}{\omega_0 M^2} \] (14)

\[
P_{sp} = \frac{U_p^2}{\frac{R_i}{R_i}} = \frac{U_p^2 L_s}{M^2 R_i} \] (15)

\[
P_{ps} = \frac{U_p^2}{\omega_0 M^2 \left( \frac{R_i L_p}{M^2} \right)^2 + \frac{R_i L_p}{M^2}} \] (16)

\[
P_{pp} = \frac{U_p^2}{\frac{R_i}{L_s^2} + \frac{R_i L_p M^2}{M^2}} \] (17)

For analysis the power transmission characteristics of contactless resonance compensation system, respectively simulation analysed four compensation circuits under the condition of primary side input voltage is constant, the simulation results are shown in Fig. 6.

![Fig. 6](image)

When the primary side input voltage is a constant value, the equivalent load obtained power is proportional to the load with series-series compensation, and inverse to the load with series-parallel compensation; when the system in parallel-series and parallel-parallel compensation, the equivalent load obtained the maximum transmission power under a certain value. Because of the transmission properties of different compensation systems are different, so we must choose the most suitable compensation system according to the experimental demand.
V. EXPERIMENTAL RESULTS AND ANALYSIS

The power input of CES is 12 V and operating frequency \( f = 100 \text{ kHz} \). LM5035 provides excitation energy through the primary side which is transferred to the secondary side by loose coupled rotating transformer. The power drives the excitation of the secondary side of loose coupled rotating transformer at high-speed rotation. Due to the transformer in CES is the loose coupled type, the rotating transformer exhibits a low-coupling coefficient. Therefore, it is necessary to add the compensation strategy which can obtain good transmission characteristics. Type in the adjacent topology winding mode with \( R = 1 \text{ \Omega} \) and the speed of motor is 3,000 rad/min which has the similar strain ratio characteristics of tightly coupled with the air gap is 1 mm. No compensation and add series-series compensation network secondary voltage waveform are shown in Fig. 7, current waveform are shown in Fig. 8.

![Fig. 7 The waveform of transformer primary side voltage \( V_p \).](image1)

![Fig. 8 The waveform of transformer primary side current \( I_p \).](image2)

From Fig. 7 and Fig. 8, we can see that uncompensation’s secondary side voltage is about 9 V and add series-series compensation network’s secondary side is about 12 V. The current of transformer primary side approximates to sine wave. It has good transmission performance, at the same time, effectively reduces the influence of the leakage inductance. With the increase of voltage in the secondary side it can obtain more transmission power.

VI. CONCLUSIONS

In this paper, we proposed using loosely coupled transformer as the core energy transmission part of synchronous motor excitation system, in order to realize the contactless excitation. Based on resonance compensation theory, effectively improve the energy transfer efficiency of contactless synchronous motor excitation system. We also designed and analyzed the transmission characteristics with different compensation network. By the simulation and experiment research, we verified the series-series compensation effect of loosely coupled transformer to leakage inductance, and verified that the energy transfer efficiency of contactless excitation system is improved.
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Abstract— A new algorithm for nonsmooth optimization in fixed order robust controller design is proposed by using a sort of randomized method. This method uses hybrid Particle Swarm Optimization (PSO) to minimize the constrained objective function subject to controller structures and system stability conditions. Of particular interest is the case that fixed order robust controllers design whose optimal function is nonsmooth and even gradient is not easily computed, but of locally Lipschitz that a \( \varepsilon \)-dominance strategy can be used at locally minimizes thus a randomized optimization technique will continue without any gradient information. For this purpose, a hybrid PSO method is first introduced to minimize the objective function of controller synthesis. Next, a constraint handling method is proposed for the fixed structure robust controller with constraint is addressed based on the developed method. The proposed method is applied to some typical benchmark functions and the results of algorithm implementation are compared with a well-known method from the literature.

Keywords— Robust control, fixed order controller, nonsmooth optimization, particle swarm optimization

I. INTRODUCTION

Typical applications for robust control design method results in controllers having high requirements for robustness to parameter variations and high requirements for disturbance rejection. The controllers that result from these algorithms are typically of very high order thus unacceptably high for large system. However, if a constraint on the maximum order of the controller is set, that is lower than the order of the plant, the problem is no longer convex and is then relatively hard to solve. These problems become very complex, even when the order of the system to be controlled is low. Many researchers were now focused on the issue of finding efficient methods to solve this hard problem. In Hahn and Apkarian, it was shown that in order to find a reduced order controller using the LMI formulation, a rank constraint had to be satisfied [1]. The fixed order robust control problem was considered in the further research, where in each iteration a convex SDP was solved in order to find a search direction [2]. Then a multi-directional search approach was considered that did not use the LMI formulation, and it seems better fitted to handle systems with large dimensions[3]. In Blanchini, the approach to overcome this problem is that directly obtain a popular controller with low order such as PID and Lag–lead [4]. In Calafiore and Campi, the fixed order robust control problem based on randomized method was presented which take inherently NP-hard into consideration [5]. In recent years, the PSO has been considerable literature on optimization problem whose objective function subject to constrains. Therefore, if the PSO can be utilized for fixed order controller design, it would be a great help for practical control engineering[6]. However, the difficult to extend these methods to a broader class of fixed structure controller design because they strongly depend on the control specific. More importantly, since many of the existing methods require in depth knowledge of intelligence computation and robust control theories, these are not easy to master for most engineers in industrial fields. Therefore, these motivates the use of an easy-to-use controller design based on efficient special purpose algorithms that can solve the more general framework of problems.

Previously, we have developed a nonsmooth optimization technique to solve \( H_\infty \) synthesis problems by using the Clarke sub-differential and the steepest descent method[6]. The method shows empirical evidence of its superiority in solving a variety of nonconvex and nonsmooth optimization problems. The purpose of this paper is to develop an intelligent computational algorithm based on randomized method for fixed/reduced structure robust controller. The main tool proposed to achieve this is a hybrid PSO, in which each particle's neighborhood is constructed with a \( \varepsilon \)-dominance strategy thus results from social learning. The PSO with embedded constraint handling method is proposed. Since that is difficult to guarantee the convergence due to the probabilistic nature of PSO, we present numerical results that demonstrate the effectiveness of the algorithm for robust controller design.
II. HYBRID PARTICLE SWARM OPTIMIZATION AND $\varepsilon$-DOMINANCE STRATEGY

Constrained robust controller design is known as a complex optimization problem. To solve this problem, it is required to not only provide effective solution algorithms aimed at nonsmooth and nonconvex functions but also make full use of the human intelligence and knowledge-based method in order to make full use of their respective advantages. This section firstly deeply analyzes search mechanism and convergence of PSO that would help for constructing extended PSO algorithms. Then, the PSO was explored by using differential analysis and Laplace transform into first order inertial element and second order oscillation element and its convergence region are analyzed based on the spectral radius and Lyapunov stability theorem [7]. Finally, a $\varepsilon$-dominance strategy is introduced into the PSO algorithm for constrained nonsmooth function which is developed to solve $H_\infty$ synthesis problems.

A. Standard Particle Swarm Optimization

A general particle swarm model consists of a swarm of particles moving in a $d$-dimensional search space where the fitness function can be calculated as a certain quality measure. Each particle has a position represented by a position-vector $x_i (i$ is the index of the particle) and a velocity represented by a velocity-vector $v_i$. The position of $i$-th particle and its velocity are denoted respectively, as $x_i (t) = (x_{i1}, x_{i2}, \ldots, x_{id})^T \in \mathbb{R}^d$ and $v_i (t) = (v_{i1}, v_{i2}, \ldots, v_{id})^T \in \mathbb{R}^d$, where $i \in (1, 2, \ldots, d)$. Each particle remembers its own past experience so far in a vector $p_i$, and its $j$-th dimensional value is $p_{ij}$. The best position from the swarm thus far is then stored as a vector $p_g$, and its $j$-th dimensional value is $p_{gj}$. During the iteration time $t$, the update of the velocity from the previous velocity is determined by Eq. (1a).

$$v_i(t) = v_i(t-1) + c_1r_1(p_i(t-1) - x_i(t-1)) + c_2r_2(p_g(t-1) - x_i(t-1))$$  \hspace{1cm} (1a)

By the new position is determined by the previous position and the new velocity by Eq. (1b)

$$x_i(t) = x_i(t-1) + v_i(t)$$  \hspace{1cm} (1b)

where $r_1$ and $r_2$ are the random numbers uniformly distributed within the interval $[0, 1]$ for the $j$-th dimension of $i$-th particle. $c_1$ is a positive constant termed as the coefficient of the self-recognition component, $c_2$ is a positive constant termed as the coefficient of the social component. The variable $w$ is the inertia factor, for which value is typically set to vary linearly from 1 to 0 during the iterating processing. From Eq. (1a), a particle decides where to move next, considering its own experience, which is the memory of its best past position, and the experience of its most successful particle in the swarm. The particle swarm algorithm can be described generally as a population of vectors whose trajectories oscillate around a region which is defined by each individual's previous best success and the success of some other particle. The more detail of PSO algorithm can be found in [8]. The PSO requires only a few lines of computer code to realize algorithm. Besides, it is a simple concept which is easy to implement.

B. First Order Inertial Element

Observing Eq. (1a), the particles decide where to move next, considering its own experience, which is the memory of its best past position, and the experience of its most successful particle in the swarm. We split the three terms in Eq. (1a) into three equations

$$v_i(t) = \chi_1 u(t)$$  \hspace{1cm} (2)

$$v_i(t) = \chi_2 c_1 r_1 (p_i(t-1) - x_i(t-1))$$  \hspace{1cm} (3)

$$v_i(t) = \chi_3 c_2 r_2 (p_g(t-1) - x_i(t-1))$$  \hspace{1cm} (4)

where $\chi_1, \chi_2$ and $\chi_3$ are the component constants within the interval $[0, 1]$. Let $\lambda_1 = \chi_1, \lambda_2 = \chi_2 c_1 r_1$ and $\lambda_3 = \chi_3 c_2 r_2$, reduce to a single dimension, and refer to Eq. (1b), Eq. (2) to Eq. (4) can be deformed into one velocity equation and two difference equations as follows

$$v_i(t) = \lambda_1 e(t-1)$$  \hspace{1cm} (5)

$$v_i(t) = v_i(t-1) - x_i(t-1)$$  \hspace{1cm} (6)

$$v_i(t) = v_i(t-1) - x_i(t-1)$$  \hspace{1cm} (7)

Applying the Laplace transform to Eq. (3) and Eq. (4), yield Eq. (8) and Eq. (9)

$$G_i(s) = \frac{X_i(s)}{P_i(s)} = \frac{\lambda_2}{s + \lambda_2}$$  \hspace{1cm} (8)

$$G_i(s) = \frac{X_i(s)}{P_i(s)} = \frac{\lambda_3}{s + \lambda_3}$$  \hspace{1cm} (9)

Taking the inverse Laplace transform, we can obtain Eq. (10) and Eq. (11)

$$g_i(t) = \mathcal{L}^{-1} \{ G_i(s) \} = \lambda_2 e^{-\lambda_2 t}$$  \hspace{1cm} (10)

$$g_i(t) = \mathcal{L}^{-1} \{ G_i(s) \} = \lambda_3 e^{-\lambda_3 t}$$  \hspace{1cm} (11)

As illustrated in Eq. (5), the velocity of the particle in the swarm model implies the inertial element. When $\lambda_1 < 1$, the velocity would be decreased gradually. The trajectories also contain inertial element in a short time step, as described in Eq. (10) and Eq. (11). The oscillation element leads the particles to explore some new search space, which would be discussed in the next.

C. Second Order Oscillation Element

By adding a time step in Eq. (1a) and Eq. (1b), the velocity and position varying process yield an equivalent, second-order difference Eq. (12a) and Eq. (12b)

$$v_i(t+1) + (c_1 r_1 + c_2 r_2 - w - 1) v_i(t) + w v_i(t-1) = 0$$  \hspace{1cm} (12a)

$$x_i(t+1) + (c_1 r_1 + c_2 r_2 - w - 1) x_i(t) + w x_i(t-1) = c_1 r_1 p_i(t) - c_2 r_2 p_g(t) = 0$$  \hspace{1cm} (12b)

Taking the Laplace transform of Eq. (12b), we can obtain Eq. (13) as
\[
X_i(s) = \frac{\varphi_1 s P_i(s) + \varphi_2 s P_e(s)}{s^2 + (\varphi_1 + \varphi_2 - w - 1)s + w}
\]  
(13)

where \( \varphi_1 = c_1 r_1, \varphi_2 = c_2 r_2 \) and \( \varphi = \varphi_1 + \varphi_2 \). Eq. (13) can be split into two parts and rewritten as

\[
G_1(s) = \frac{X_i(s)}{P_i(s)} = \frac{\tau_1 s}{s^2 + (\varphi_1 + \varphi_2 - w - 1)s + w}
\]

\[
G_2(s) = \frac{X_i(s)}{P_e(s)} = \frac{\tau_2 s}{s^2 + (\varphi_1 + \varphi_2 - w - 1)s + w}
\]

(14a)

(14b)

where \( \tau_1 = \chi_1 \varphi, \tau_2 = \chi_2 \varphi \) and \( \chi_1, \chi_2 \) are the component constants within the interval \([0, 1]\).

If \( (\varphi - w - 1)^2 \geq 4w \), applying the inverse Laplace transform to Eq. (14a), we have

\[
g_i^1(t) = \mathcal{L}^{-1}\{G_1(s)\} = \tau_1 e^{-\frac{\varphi - w - 1}{2}} \cosh\left(\frac{\sqrt{(\varphi - w - 1)^2 - 4w}}{2}\right) - \tau_1 e^{-\frac{\varphi - w - 1}{2}} \sinh\left(\frac{\sqrt{(\varphi - w - 1)^2 - 4w}}{2}\right)
\]

(15)

If \( (\varphi - w - 1)^2 < 4w \), applying the inverse Laplace transform to Eq. (14a), we have

\[
g_i^1(t) = \mathcal{L}^{-1}\{G_1(s)\} = \tau_1 e^{-\frac{\varphi - w - 1}{2}} \cosh\left(\frac{\sqrt{(\varphi - w - 1)^2 - 4w}}{2}\right) - \tau_1 e^{-\frac{\varphi - w - 1}{2}} \sinh\left(\frac{\sqrt{(\varphi - w - 1)^2 - 4w}}{2}\right)
\]

(16)

The first order inertial element is helpful to maintain the stability trajectory and algorithm convergence, while the second order oscillation element trends to explore some new search spaces for the better solutions. The tradeoff between exploration is the variety of algorithms game on global optimization performance, e.g., accuracy and convergence speed of optimization algorithms.

The Eq. (1a) and Eq. (1b) are rewritten in state-space form

\[
\begin{bmatrix}
v_i^1(t) \\
x_i^1(t)
\end{bmatrix} = \begin{bmatrix} w - c_1 r_1 - c_2 r_2 & w \\
1 - c_1 r_1 - c_2 r_2 & 1
\end{bmatrix} \cdot \begin{bmatrix} v_i^1(t-1) \\
x_i^1(t-1)
\end{bmatrix} + \begin{bmatrix} c_1 r_1 & c_2 r_2 \\
c_1 r_1 & c_2 r_2
\end{bmatrix} \cdot \begin{bmatrix} a_i^1(t-1) \\
p_i^1(t-1)
\end{bmatrix}
\]

To describe in a brief way, the equation is rewritten as

\[
X(t) = AX(t - 1) + BU(t - 1)
\]

(17)

where

\[
X(t) = \begin{bmatrix} v_i^1(t) \\
x_i^1(t)
\end{bmatrix}, U(t) = \begin{bmatrix} a_i^1(t) \\
p_i^1(t)
\end{bmatrix}, A = \begin{bmatrix} w - c_1 r_1 - c_2 r_2 & w \\
1 - c_1 r_1 - c_2 r_2 & 1
\end{bmatrix}
\]

Here, \( p(A) < 1 \) represents the spectral radius of matrix \( A \) which determins convergence rate. By using the spectral radius and Lyapunov stability theorem, the necessary and sufficient condition of convergence for PSO is represented that when \( w \) and \( c_1 r_1 + c_2 r_2 \) are constants, the PSO algorithm converges if and only if \( 0 < c_1 r_1 + c_2 r_2 < 2w + 2 \) and \( w < 1 \) are satisfied together.

D. \( \varepsilon \)-dominance Strategy for PSO

The conception of \( \varepsilon \)-dominance was proposed by Zahara, and is defined as: if a decision vector \( x_i \in \Omega \) is \( \varepsilon \)-dominated by another decision vector \( x_j \in \Omega \) that must meet one of the following requirements \[9\]

\[
\begin{align*}
f_i^1(x_i)/(1 + \varepsilon) &\leq f_j^1(x_j) \\
\forall k = 1, 2, \cdots, N \quad \text{at least a } k = 1, 2, \cdots, N
\end{align*}
\]

(18)

A \( \varepsilon \)-dominance strategy is introduced, thus a modified computation method of nonsmooth function and an alterable PSO are put forward, which improve the convergence speed of the algorithm and the diversity of the particles.

A general optimization problem of robust control is given by an objective function \( f(K) \), which is to be optimized with respect to the controller design variables. Besides, \( K \) consists of \( m \) particles \( (K_1, K_2, \cdots, K_m) \) to search an optimal solution \( K^* \) of \( f(K) \). \( K^{\text{best}, i} \) denotes the best previously obtained position of the \( i \)-th particle, and \( K^{\text{warm}, i} \) denotes the best position in the entire swarm at the current iteration \( k \)

\[
K^{\text{best}, i} = \arg \min_{K_j} f(K_j), 0 \leq j \leq k \quad (19a)
\]

\[
K^{\text{warm}, i} = \arg \min_{K_j} f(K_j), \forall j \quad (19b)
\]

Here, \( f(K_j) = f_i^1(K_j)/(1 + \varepsilon) \) and \( f(K_j) = f_i^1(K_j)/(1 + \varepsilon) \). The \( \varepsilon \)-dominance strategy can help \( f(K) \) to remove Pareto solutions which are close together. The goal of integrating \( \varepsilon \)-dominance strategy and PSO is to combine their advantages and avoid disadvantages. For example, \( \varepsilon \)-dominance strategy is a very efficient local search procedure but its convergence is sensitive to the \( \varepsilon \) selected value. PSO belongs to the class of global search procedures but requires much computational effort.

Consider the real robust control synthesis, it is crucial to take the given constraint conditions into account. The optimization problem \( f(K) \) subject to multiple constraint conditions is mathematically formulated as follows

\[
f(K)_{\text{min}} = \| T_{\text{ss}}(K) \|_\infty, \quad K \in H(K_0) \quad (20)
\]

where \( K \in H(K_0) \) represent the structural constraints on the robust controller. In next section, the original constrained optimization problem in Eq. (20) can be modified into an unconstrained problem. We extend our previous work on the PSO to develop a nonsmooth technique to compute the \( \varepsilon \)-dominance solutions.
III. NONSMOOTH OPTIMIZATION FOR ROBUST CONTROL SYNTHESIS

The main idea of constrained robust controller design is to solve $H_{\varepsilon}$ synthesis by trying to solve the optimization problem (20). As mentioned in the above section, the necessary and sufficient condition of convergence for PSO algorithm with $\varepsilon$-dominance strategy is already analyzed. Now, a numerical nonsmooth method is presented for solving the objective function in optimization problem (20).

A. Constraint Handling Method

A constraint handling methodology introduced, which can be embedded in hybrid PSO and $\varepsilon$-dominance strategy. Dong et al. proposed constraint fitness priority-based ranking method [10], and introduced a constraint fitness function $W_f(\kappa_j)$ for constraints, and it is computed from both inequality and equality constraints as follow.

Without loss of generality, the constrained optimization problem $f(\kappa)$ for robust controller design in Eq. (20) can be rewritten in the following canonical form

$$f(\kappa_j)_{\text{min}} = \| T_{s-w}(K) \| \ast$$

subject to $h_n(\kappa_j) = 0, \ g_n(\kappa_j) \leq 0$  \hspace{0.5cm} (21)

where structural constraints $H(\kappa_j)$ in Eq. (20) with $m$ equality constraints and $n$ inequality constraints. Then, the structural constraint $H(\kappa_j)$ is set as

$$H(\kappa_j) = \begin{bmatrix} h_n(\kappa_j) = 0 \\ g_n(\kappa_j) \leq 0 \end{bmatrix}$$

$$= \begin{bmatrix} \text{Re} \left[ \lambda_{\max} \left( \sum\kappa_j \right) \right] \\ \text{rank} K - k \end{bmatrix}$$

$$\| T_{s-w}(K) \| \ast \gamma_s$$ \hspace{0.5cm} (22)

(1) For equality constraints $h_n(\kappa_j) = 0$

$$W_n(\kappa_j) = \begin{cases} 1, & \text{if } h_n(\kappa_j) = 0 \\ 1 - \frac{1}{h_n(\kappa_j)}, & \text{if } h_n(\kappa_j) \neq 0 \end{cases}$$ \hspace{0.5cm} (23a)

(2) For inequality constraints $g_n(\kappa_j) \leq 0$

$$W_s(\kappa_j) = \begin{cases} 1, & \text{if } g_n(\kappa_j) \leq 0 \\ 1 - \frac{1}{g_n(\kappa_j)}, & \text{if } g_n(\kappa_j) > 0 \end{cases}$$ \hspace{0.5cm} (23b)

The constraint fitness function evaluated at point $\kappa_j$ is equal to the weighted sum of $W_n + W_s$, as defined below

$$W_f(\kappa_j) = \sum_{k=1}^{m} w_k W_n(\kappa_j) + \sum_{k=1}^{n} w_k W_s(\kappa_j)$$

$$= 1, \ 0 \leq w_k \leq 1 \ \forall k$$ \hspace{0.5cm} (24)

where $w_k$ is a randomly generated weight for constraint $k$. In that case, the original constrained optimization problem in Eq. (21) is modified as the unconstrained forms. The constraint handling method is quite easy to use and this method does not introduce any additional decision variables such as the coefficients of the augmented Lagrangian method.

B. Nonsmooth Robust Controller Design Technique

Here we present a design procedure of fixed/reduced structure robust controllers satisfying the given performance specifications based on the hybrid PSO algorithm developed in last subsection. Note that it is straightforward to obtain the desired structured controller if we solve the optimization problem in Eq. (20) by using the PSO tool, which is the main contribution of this paper and can be easily verified in multiple robust controller design.

Given a linear time invariant (LTI) system as follows

$$\begin{bmatrix} \dot{x} \\ y \end{bmatrix} = \begin{bmatrix} A & B_1 \\ C_1 & D_{11} \\ C_2 & D_{21} \end{bmatrix} \begin{bmatrix} x \\ u \end{bmatrix}$$ \hspace{0.5cm} (25)

And find a static output as

$$u = K(s)y$$ \hspace{0.5cm} (26)

Such that

$$K = C_k(sI - A_k)^{-1}B_k + D_k$$

$$\alpha(K) = \max \{ \text{Re} \left( \lambda \right) \} < 0$$ \hspace{0.5cm} (27)

$$\text{rank} K \leq k$$

where a dynamic output feedback $K(s)$ is stable, if and only if $\alpha(K) < 0$. $\alpha(K)$ is the spectral abscissa of a matrix, and $\lambda$ is eigenvalue of matrix. Rank $K \leq k$ is fixed/reduced structured condition. The objective function of the optimization problem is difficult to solve, due to the nonsmoothness of function $f(\kappa_j)$ in Eq. (20), as we known that $H(\kappa_j)$ is the set of stabilizing $K(s)$. Finding the $K(s)$ that minimize $\| T_{s-w}(K) \| \ast$ is the same as finding minima of $\kappa_j$ in Eq. (21).

Briefly, the main optimization algorithm for problem (21) consists of following steps.

1. Initialize number of particles $\kappa_i$ and the algorithm parameters $u, c_1, c_2, r_1, r_2, t_0$.

2. Set initial position $x_i(t_0)$ and the velocity $v_i(t_0)$.

3. Compute individual and social influence.

4. Use constraint handling method and compute position $x_i(t + 1)$ and velocity $v_i(t + 1)$ at next iteration.

5. Apply $\varepsilon$-dominance strategy to $\kappa_j(t)$ and compare $f_i(\kappa_j)/\varepsilon$ with $f_{i-1}(\kappa_j)$.


If the candidate solutions are acceptable multiple minima and the robust conditions holds go to (7).

Else, update position $x_i(t_0)$ and velocity $v_i(t_0)$ and go to (3).

7. Print solutions.

If the particles $\kappa_j(t)$ have converged, then halt.

Else, update position $x_i(t)$ and velocity $v_i(t)$ and go to (3).

Therefore, all we have to do is to solve Eq. (21), Eq. (25), Eq. (26), Eq. (27) using the above defined $f(\kappa_j), h_n(\kappa_j)$ and $g_n(\kappa_j)$ via the hybrid PSO algorithm. To a certain extent, the necessary and sufficient condition of that $0 < c_1 r_1 + c_2 r_2 < 2 w + 2$ and $u < 1$ guar-
antee the performance theoretically due to the PSO has been analyzed. Whereas, it may happen that the algorithm fail to find a feasible solution due to the probabilistic nature of PSO. In next section, the proposed hybrid PSO has been applied to solving several constrained benchmark functions and some well-known engineering design problems.

IV. NUMERICAL RESULT AND ANALYSIS

In this section, the hybrid PSO has been applied to solving several constrained benchmark functions and a engineering controller design problem [11]. The algorithm is coded in Matlab 2015b. The numerical examples of optimizing each of the benchmark functions is executed in 20 independent runs, with each run iterated 600 times, or until the convergence or a better solution is found.

During the simulations, it has been found that the population size has significant effects on the performance of the hybrid PSO. Table I shows the search results of the hybrid PSO with different population sizes for four benchmark functions G1, G2, G3 and G4 [12], and it is clearly seen that for the population sizes 15N + 1 and 20N + 1 better solutions are found than for 10N + 1. Therefore, a population size of 15N + 1 is employed in all subsequent simulations instead of 20N + 1 to decrease the number of function evaluations.

Table II contains a summary of the execution results of the same four benchmark functions, which are compared with those of a genetic algorithm for multi-objective robust control design and a quasi-newton interior point method for reduced order H∞ controller synthesis. For the sake of comparison, the table also gives the reference optimal values. It is seen in Table II that the hybrid PSO is competitive against MRCD and better than QN, but hybrid PSO requires less number of function evaluations than the other methods. The hybrid PSO converges in 102, 142, 58 and 72 iterations for solving G1, G2, G3 and G4.

The hybrid PSO to solve H∞ synthesis problems will be applied for attitude control system of a satellite [13]. The disturbing torques \( T_d = [ T_{\alpha}, T_{\beta}, T_{\gamma} ] \), which consists of gravity gradient torque and solar light pressure torque with ±20% disturbance are given

\[ T_{\alpha} = T_{\beta} = (2.5 + \sin \alpha \beta) \times 10^{-7} \text{N} \cdot \text{m} \]

\[ T_{\gamma} = 0 \quad (28) \]

The initial state of roll angle is \( \{ \phi(0), \dot{\phi}(0) \} = [ -0.8, -0.35 ] \). For sake of briefly presentation, the system only chooses roll angle channel for robust synthesis. The change of \( f(\kappa_G) \), which is defined as \( f(\kappa_G) = \| T_{\alpha,\gamma}(K) \|_\infty \) for the first 400 s (which corresponds to about 600 iterations) are illustrated in The best design parameter \( K = \{ \kappa_G \} \) obtained in 188 trials is

\[ K = \begin{bmatrix} -3.673,0 & 9.694,4 & -1.559,4 \\ 0.586,3 & -0.371,3 & -0.086 \end{bmatrix} \]

and the corresponding \( H_\infty \) performance index is 1.652,3.

Four different plants \( G_i(s) \) have been searched with the same value of robustness parameters, and the simulation results are shown as Fig. 1. It shows that the proposed algorithm can find the satisfactory solutions within a few time with a high probability of success. From Fig. 1, the Pareto front obtained by the NSGA-II for fixed order robust control is more close to the true optimal Pareto front, and the convergence and distribution of solutions are satisfactory.
V. CONCLUSIONS

A constrained nonsmooth optimization of robust controller is designed by using a sort of hybrid PSO algorithm, which is simple and easy to implement. First, we introduce a $\varepsilon$-dominance strategy to improve the PSO algorithm in terms of its capacity to search for local optimal solutions, and its necessary and sufficient conditions of convergence for algorithm are analyzed. Then, the hybrid PSO with embedded constraint handling method is proposed for solving nonsmooth objective function. Finally, the experimental results illustrate the attractiveness of the algorithm for handling structure constraint. Practical application of the hybrid PSO method for engineering design problem is positive to promote method to obtain more accurate, reliable and efficient at locating global optima than the other alternative.
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Abstract—The main purpose of this essay is to present the VAPF-Local A’ path planning method, which combines the velocity-based artificial potential field with the improved A’ algorithm. Making use of that the grid map is suitable for the real-time storage and analysis in computer, the timelessness and simplicity of VAPF is reserved. When mobile robot is stuck in local minima or oscillation using VAPF, the method switches to Local A’ algorithm. The VAPF-Local A’ method guarantees the timeliness, safety and stability of the locomotion of the robot.
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I. INTRODUCTION

The 2-D path planning of mobile robots can be defined as that the robots search for a path for locomotion which fulfills certain tasks complying with certain evaluating criteria. Tasks can not only be complicated such as the coverage of the environment or searching for specific objectives, but also can be basic locomotion task from point to point. However, the complicated tasks can be decomposed into series of continuous point-to-point locomotion. Therefore, there are researchers regarding the substance of path planning as to research the point-to-point movement as in [1] and [2].

There are mainly such ways describing the working environment of mobile robots as grid map, topological map, geometric map and hybrid maps of the maps above. The grid maps generally refers to maps dividing the external environment into equal or unequal square grids, where the binary classification is done in every grid according to whether the grid area is occupied by an obstacle as in [1] to [3]. There are also researchers using special grids such as fan-shaped grids to depict the environment as in [4]. The grid map is relatively easy to be stored and analyzed by computer. Therefore, it is widely applied in map building during the real-time locomotion of mobile robots as in [5].

The path searching methods which are commonly used in grid map is A’ algorithm, D’ algorithm and the extended algorithms of them as in [6]. The A’ algorithm belonging to HAS, heuristic search algorithm, constantly approaches target location based on local information until valid path is found.

The APF model, in short of artificial potential field model, put forward by Khatib as in [7], is another commonly used path planning method applying the field theory in physics to solve the problem in robotics. There are four defects of APF summarized by Warren as in [8] as the local minima, difficult to find path among adjacent obstacles, the oscillation in narrow aisle and the oscillation caused by obstacles. There are some researchers presenting specific improvements to solve above problems as in [9] to [11], such as adding new cost functions of velocity, inertia, energy, etc.

II. ENVIRONMENT MAP REPRESENTATION

The path planning in this essay is mainly processed in 2-D plane, in which it is assumed that the binary classification of planar characteristics can be processed. To simplify the problem, it is assumed that the planar characteristics can be recognized and completely classified as passable and impassable grids. Also, obstacles are seen as immobile during current planning cycle. Generally in grid maps, the smaller the grid sizes are, the more finely the map is divided, and the smoother the path generated for mobile robots. However, if the grids are subdivided excessively, there will be a heavy burden on computer when storing and analyzing the map.

To simplify the analysis, the entire grid map is assumed as square. The grid map for the path planning of the autonomous mobile robots is presented as Fig. 1.

It is assumed the projection of robot in map is a cycle with diameter of 1 unit long, while the side length of a basic square grid is set as 1. The robot can move horizontally, vertically and diagonally continuously. In order to reduce the probability that accidental collisions occurring due to be ignorant of exact information of obstacles, the dilation of obstacles is processed before path-planning. The grids of dilation, without characteristic of obstacles, can not be included in the path planned.
In grid map, the passable region is filled with white, while the impassable region, namely obstacles, is filled with black. And the map is assumed as part of the infinite 2-D cartesian space. Before every path planning cycle, the start point is the position where the robot residents currently, which is set as \((x, y)\) and represented by a cycle. Meanwhile, the reachable goal point is selected, which is set as \((x, y)\), represented by a pentacle. The obstacle points are set as \((x_{obs, y_{obs}})\). The dilation of obstacles is filled with speckle. It is assumed that the goal is in the first quadrant of the robot's world coordinates.

### III. Path Planning Algorithm

#### A. Velocity-based Artificial Potential Field Method

The basic thought of APF method is to see the motion of the robot in certain environment as the motion in an artificial force field, where the obstacles generate repulsive forces and target point generate attractive forces on the robot. The resultant force of all forces directs the motion and affects the path of the robot generated eventually as in [7].

The attractive potential energy the robot received and the Euclidean distance from the robot to the target point is in inverse proportion. When the attractive potential energy drops to zero, the target point is reached. The attractive potential energy is described as

\[
 U_{at}(q) = \frac{1}{2} \eta \rho^2(q, q_e) \tag{1}
\]

as in [9], where \(\eta\) is the gain coefficient of attractive energy, \(\rho(q, q_e)\) represents a vector of which the magnitude is the Euclidean distance \(|q - q_e|\) from the current position \(q\) to the target position \(q_e\), the direction points from \(q\) to \(q_e\).

Then the attractive force generated by the attractive potential field is described as

\[
 F_{at}(q) = -\nabla U_{at}(q) = \eta \rho(q, q_e) \tag{2}
\]

where the direction of attractive force is the same as \(\rho(q, q_e)\).

The repulsive potential energy the robot received and the Euclidean distance from the robot to the target point is in inverse proportion as well. When the repulsive potential energy drops to zero, the robot has escaped from the region that obstacles affect. The repulsive potential energy as in [9] is described as

\[
 U_{rep}(q) = \begin{cases} 
 k \left( \frac{1}{\rho(q, q_{obs})} - \frac{1}{\rho_0} \right), & 0 \leq \rho(q, q_{obs}) \leq \rho_0 \\
 0, & \rho \leq (q, q_{obs}) \leq \rho_0 
\end{cases} \tag{3}
\]

where the \(k\) is the gain coefficient of repulsive energy, \(\rho_0\) being a positive constant is the maximum distance from which the obstacle affecting the robot, \(\rho(q, q_{obs})\) represents a vector of which the magnitude is the Euclidean distance \(|q - q_{obs}|\) from the current position \(q\) to the target position \(q_{obs}\), the direction points from \(q\) to \(q_{obs}\).

Then the repulsive force generated by the attractive potential field is described as

\[
 F_{rep}(q) = \begin{cases} 
 k \left( \frac{1}{\rho(q, q_{obs})} - \frac{1}{\rho_0} \right) \cdot \frac{1}{\rho(q, q_{obs})} \cdot \nabla \rho(q, q_{obs}), & 0 \leq \rho(q, q_{obs}) \leq \rho_0 \\
 0, & \rho(q, q_{obs}) > \rho_0 
\end{cases} \tag{4}
\]

where the direction of attractive force is the same as \(\rho(q, q_{obs})\).

Though possibly having problems of oscillation and local minima, the APF is suitable for path planning in static environment. However, in a dynamic and uncertain environment, the autonomous robot, carrying the equipment surveying and mapping the space, can not foresee the obstacles which have not been observed due to the restriction of current position. Thus the ability of avoiding obstacles is declined. Therefore, the velocity-based APF is applied to improve the robot's adaptation to real-time and dynamic environment as in [10]. The dynamic affection is mainly from the obstacles in space, so that the repulsive potential energy \(U_{rep}(q)\) need to be modified.

The relative velocity potential energy as in [10] is described as

\[
 U_{rel}(q) = \begin{cases} 
 \frac{1}{2} k_{rel} \rho^2, & 0 \leq \rho(q, q_{obs}) \leq \rho_0 \cap \alpha \in (-\pi/2, \pi/2) \\
 0, & \text{otherwise} 
\end{cases} \tag{5}
\]

where the \(k_{rel}\) is the gain coefficient of velocity potential energy, \(\rho_0\) is the relative velocity between the robot and the obstacle, \(\alpha\) is the included angle between \(V_{rel}\) and \(\rho_0, \rho_0\) is the vector pointing from \(q\) to \(q_{obs}\). When the robot is out of the region that obstacles affect, namely \(\alpha \notin (-\pi/2, \pi/2)\), the velocity potential energy is negligible.

The velocity potential force is described as
\[ F_{\text{rep}}(q) = -\nabla U_{\text{rep}}(q) \]
\[ \begin{cases} K_{\text{rep}} V, & 0 \leq \rho(q, q_{\text{des}}) \leq \rho_0 \cap \alpha \in ( -\pi/2, \pi/2 ) \\ 0, & \text{otherwise} \end{cases} \]

The global potential energy that the robot receives at a particular location can be concluded according to the attracting, the repulsive and the relative velocity potential energy presented above. The global potential energy is described as

\[ F_{\text{at}}(q) = -\nabla U_{\text{at}}(q) = \eta \rho(q, q_e) \]  
(7)

Considering the relative velocity, the resultant force that the robot receives is described as

\[ F(q, v) = F_{\text{at}}(q) + F_{\text{rep}}(q) + F_{\text{rep}}(q) \]

\[ \frac{1}{\rho^2(q, q_{\text{des}})} \nabla \rho(q, q_{\text{des}}) + K_{\text{rep}} V, \]
\[ 0 \leq \rho(q, q_{\text{des}}) \leq \rho_0 \cap \alpha \in ( -\pi/2, \pi/2 ) \]

\[ \frac{1}{\rho^2(q, q_{\text{des}})} \nabla \rho(q, q_{\text{des}}), \]
\[ 0 \leq \rho(q, q_{\text{des}}) \leq \rho_0 \cap \alpha \not\in ( -\pi/2, \pi/2 ) \]
\[ 0, \text{ otherwise} \]

The resultant force \( F(q, v) \) is shown in the Fig. 2.

The VAPF-Local \( A^* \) path planning method

When the size of grid map is \( N \times N \), the computational complexity of the \( A^* \) algorithm can reach \( O(N^2) \). If the map size rose to \( 2N \times 2N \), the computational complexity would increase to \( O(N^4) \). Thus, although the \( A^* \) can surely find an optimal path, it is generally inadequate for real-time motion for mobile robots only if the situation is not strict with real-time performance.

The VAPF method is more suitable for real-time path planning due to the simplicity of the algorithm, while the local minimal or oscillation possibly triggers instability of the motion. And due to the nature of the field, if the parameters of VAPF were improperly selected, the robot would be in the risk of approaching too closely to obstacle ignoring the possibility of physical contact. One kind of local minima situation that may cause serious problem is shown in the Fig. 3.

Therefore, the VAPF-Local \( A^* \) is represented here as a strategy for real-time path planning, which is a hybrid method with VAPF and improved \( A^* \) algorithm. During every planning cycle, the start point and target point is selected after the current grid map has been updated. The real-time path planning is processed with VAPF method until the local minima or oscillation occurs. Then the path planning strategy switches to sub-process using Local \( A^* \) algorithm to find a proper sub-path.

The information of the map in every planning cycle will be updated firstly. The matrix \( W_{\text{grid}} \) in which storing the motion cost of each grid, where the cost of obstacles are set as 4 and the cost of the other grids as 1. After the dilation process is done, the cost of grids of dilation are set as 4. The matrix \( P \) is established, in which storing the global path generated in this planning cycle. Then the VAPF-Local \( A^* \) starts.

The \( \alpha \) and \( \theta_{\text{at}} \) are needed to calculate the component forces of \( F_{\text{at}}(q) \) and \( F_{\text{rep}}(q) \) projecting to x axis and y axis, which are \( F_{\text{atx}}, F_{\text{aty}}, F_{\text{rep}, x}, F_{\text{rep}, y} \). The \( \theta_{\text{at}} \) is the included acute angular between the X axis and the line linking \( q \) and \( q_e \). The \( \theta_{\text{rep}, x} \) is the included acute angular between the X axis and the line from \( q \) to \( q_{\text{des}} \), the Fig. 3 One kind of local minima condition which may cause serious problems if using VAPF or APF only.
$V_{x}$ is needed to calculate the $F_{\text{exp}}$ and $F_{\text{ymp}}$, which are the projections of $F_{\text{mp}}$, to X axis and Y axis. The $\theta_{\text{tan}}$ is the included acute angular between $F_{\text{xan}}$ and $F_{\text{yan}}$, which are resultant forces $F(q,v)$ projecting to X axis and Y axis. The next position of robot $(x_{i}, y_{i})$, is received from $L_{\text{an}}$, $\theta_{\text{tan}}$, and $q$. Then, the position is saved into $P_{i}$ and it jumps back to check whether target point arrived.

Finally, the $P_{i}$ containing the path generated, is output. Then the next cycle of path planning is ready.

The essential part of the local $A^*$ algorithm presented here is selecting new local target point. It is assumed that, before the planning cycle starts, the robot has updated the map information by using sensors for map building such as Lidars, cameras etc., thus there is adequate information for selecting new target point.

The matrices $O_{\text{iut}}, C_{\text{iut}}, F_{\text{cost}}$ and $P_{\text{loc}}$ are established as soon as the Local $A^*$ algorithm starts. The $O_{\text{iut}}$ stores the points needed to be observed. The $C_{\text{iut}}$ stores points observed. The $F_{\text{cost}}$ stores the cost of each point arriving local target point. The $P_{\text{loc}}$ stores the local path generated in Local $A^*$ algorithm. The initial position of robot $(x_{\text{loc}}, y_{\text{loc}})$ stored in $O_{\text{iut}}$ as the starting point.

Then, the local grid map is established and the local target point $(x_{\text{g, loc}}, y_{\text{g, loc}})$ is selected. The local target point is on the straight line joined by $(x_{\text{loc}}, y_{\text{loc}})$ and $(x_{\text{g}}, y_{\text{g}})$. The new local grid map should contain $(x_{\text{g, loc}}, y_{\text{g, loc}})$ and $(x_{\text{g, loc}}, y_{\text{g, loc}})$, of which the side length, $L_{\text{loc}}$, is selected in advance according to the density of obstacles. The $L_{\text{loc}}$ should fulfill the equation as

$$L_{\text{loc}} \geq \max |x_{\text{g, loc}} - x_{\text{loc}}|, |y_{\text{g, loc}} - y_{\text{loc}}|$$

(9)

It is checked whether the $(x_{\text{g}}, y_{\text{g}})$ is contained in local grid map. If contained, the global target point is set as the local target point. If the $(x_{\text{g, loc}}, y_{\text{g, loc}})$ is in the same grid as an obstacle point, the local target is needed to move to the farther grid along the line discussed above. And $L_{\text{loc}}$ should be added by 1 unit long, too. It is cyclically processed until a non-obstacle local target is find or the global target point is contained in local map.

Since the local start point and the local target point is acquired, the standard $A^*$ algorithm can be processed to get $P_{\text{loc}}$. It is assumed that the robot can move diagonally. Considering the robot need turning to new direction, the costs of horizontal and vertical grids are set as $D$, while the costs of diagonals are set as $\sqrt{2}$ * $D$. In this essay the $D$ is set as 4 which may vary according to the actual environment.

Finally, the local $A^*$ is finished along with that $P_{\text{loc}}$ is pushed into $P$. Then, the process switches back to the main path planning process using VAPF method.

The integral process of VAPF-Local $A^*$ path planning method can refer to Algorithm 1 and Algorithm 2.

---

### Algorithm 1: MAIN PATH PLANNING ALGORITHM WITH VAPF

1. $\eta, \kappa, \rho, L \leftarrow$ selected referring to actual condition
2. **While not arrive do**
   3. **If Local Minimum or Oscillation then**
   4. **Switch to Local A* algorithm**
   5. **Else**
   6. $\theta_{\text{exp}} \leftarrow \arctan \left( \frac{Y_{i} - Y_{j}}{X_{i} - X_{j}} \right)$
   7. $F_{\text{tan}} \leftarrow F_{\text{xan}} \times F_{\text{yan}}$ 
   8. $F_{\text{exp}} \leftarrow F_{\text{tan}}$ using $\theta_{\text{tan}}$ and formula (2)
   9. **$F_{\text{exp}} \times F_{\text{exp}} \times$ using $\theta_{\text{exp}}$ and formula (4)
   10. $F_{\text{exp}} \leftarrow F_{\text{tan}}$ using $\theta_{\text{tan}}$ and formula (6)
   11. $F_{\text{exp}} \leftarrow F_{\text{tan}} / F_{\text{tan}}$
   12. $\theta_{\text{tan}} \leftarrow \arctan \left( \frac{X_{i} - X_{j}}{Y_{i} - Y_{j}} \right)$
   13. Push $(X_{i}, Y_{i})$ into $P$
   14. **End if**
   15. **End while**
16. **Output $P$**

---

### Algorithm 2: LOCAL A* Algorithm

1. $O_{\text{iut}}, C_{\text{iut}}, F_{\text{cost}}, P_{\text{loc}} \leftarrow$ sizes vary
2. Push $(X_{\text{loc}}, Y_{\text{loc}})$ into $O_{\text{iut}}$
3. **While $(X_{\text{g, loc}}, Y_{\text{g, loc}})$ not find do**
4. $L_{\text{loc}} \leftarrow \max |X_{\text{g, loc}} - X_{\text{loc}}|, |Y_{\text{g, loc}} - Y_{\text{loc}}|$
5. **If $L_{\text{loc}} > L_{\text{loc}}$ then**
6. **Approach to $(X_{\text{g, loc}}, Y_{\text{g, loc}})$**
7. Push nodes from $(X_{\text{loc}}, Y_{\text{loc}})$ to $(X_{\text{g, loc}}, Y_{\text{g, loc}})$ into
8. $P_{\text{loc}}$
9. **Switch back to Algorithm 1**
10. **End if**
11. Using stand and $A^*$ Algorithm to get $P_{\text{loc}}$
12. **Output $P_{\text{loc}}$ and push $P_{\text{loc}}$ into $P$**

---

### IV. SIMULATION

The grid map model is established in MATLAB 2014b. The computer carries Intel (R) Core (TM) i5-3210M and 8 GB RAM running Windows 7 64 bit.

Under the condition that there is no obstacle and the program is optimized, the simulation of the standard $A^*$ algorithm and the VAPF-Local $A^*$ method in this essay is done. Actually, only the attractive potential field exists and functions now. And is set as 1.5. The simulations of the two methods are performed 10 times to get the average time that the MATLAB spends to process path planning. The result can refer to Fig.4.

The Fig.4 shows that the path-planning time of both methods increases as the magnitude of the grid map grows, while the time VAPF-Local $A^*$ spends is always more than $A^*$ algorithm.

Under the condition that the obstacles are sparse, which means there are 5 obstacles that can affect the ro-
bot moving, the A* algorithm and the VPAF-Local A* are simulated in maps of different sizes. The average time of path planning is shown in Fig. 5.

![Graph 1](image1.png)

**Fig. 4** The path-planning time of A* Algorithm and VAPF-Local A* in map without obstacles. The VAPF-Local A* is roughly 4 times faster than A* Algorithm under this condition.

![Graph 2](image2.png)

**Fig. 5** The path-planning time of A* Algorithm and VAPF-Local A* in grid maps containing sparse obstacles, which means that only 5 obstacles affect the path. The VAPF-Local A* is roughly 6 times faster than A* Algorithm under this condition.

The Fig. 5 shows that the path-planning time of VAPF-Local A* is even much more less than the A* algorithm when obstacles are sparse.

There are 41 obstacles in the map and there is a high risk of local minima and oscillation. And the final path is shown in Fig. 6.
Fig. 6 shows that during the process of VAPF-Local A* planning the path, local minima occurred 4 times. It takes plenty of planning time to get out of the local minima, which prolongs the path planning time of VAPF-Local A*. However, if using the traditional APF or VAPF independently, the robot will stuck in local minima quite early, or the target is not reachable since there are obstacles too close to target.

With the VAPF-Local A* path-planning method, it is relatively much more efficient for the autonomous mobile robot to generated a path if the environment has a moderate intensity of obstacles. Even when the obstacles are intensive, it is feasible to get out of local miniature or oscillation with acceptable path-planning time and total steps for most situations.

V. CONCLUSION

In huge maps where the obstacles spread intensively, traditional APF or VAPF is possible to encounter local minima or oscillation so that hardly to implement the path planning. When the map is huge enough, A* algorithm can take too much time in allocating resources of computer that debase the timeliness and consistency of mobile robot’s motion.

The VAPF-Local A* method is proposed here to insure efficient and real-time path planning when the obstacles are sparse in the map. Still it functions properly encountering more obstacles and larger map. The method processed in grid maps is suitable for the navigation and SLAM (simultaneous localization and mapping) of autonomous mobile robots embedded with sensors providing information for map building, such as Lidar, camera, etc.

The path planned by VAPF-Local A* is not smooth enough. It is needed to be post-processed to get an adaptive path for real-world mobile robots. The research team will focus on the application of this method to the wheeled autonomous mobile robot in further works.
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Aspects of Medical Expert System by Pulse Diagnosis
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Abstract— Nowadays, medical application has been required fast diagnosis. Thus, development trend of computational technology attempts to build a new clinical decision-making support system at the expert-level. One of the fast diagnosis methods in medical practice is pulse diagnosis. This method can be used both of Traditional and European medicine. Especially, pulse diagnosis in the traditional medicine is based on the experience of the physician and he can say to patient about his health condition directly. Therefore, computational multi-diagnostic system to accurate diagnosis pulse palpation is important. The paper discusses about an opportunity to build a medical expert system by pulse diagnosis.
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I. INTRODUCTION

Development of computational technology improves the quality of medical diagnosis. Especially, medical application has been required fast and correct diagnosis. Since 1970, scientists have been developed many computational methods in field of medicine. One of these methods is known as medical expert system. This system attempts to make medical decision at the expert-level.

II. MEDICAL DIAGNOSTIC EXPERT SYSTEM BY PULSE DIAGNOSIS

A. Structure of Medical expert system by pulse diagnosis

Any expert system consists of basic parts. There are: knowledge-base, database and user interface.

From this Fig. 1, medical diagnosis expert system by pulse diagnosis may consist of double database.

For example: nowadays, researchers have been built web-based system for field of medical diagnosis. One of these systems is Amedica system from Russia. This system has built in 2013 and now it has test version. This medical diagnostic system was modeled as an advisory system for doctors, medical specialties and medical students. This system gives responses based on the more than 22 million medical scientific research papers and results of medical practices, which from PubMed library. In this system have information about 255 different diseases, 2,270 symptoms of diseases, short conclusions about disease, list of the medical specialties correspond-

Second, pulse diagnosis is applied in the traditional and European medicine. In traditional medicine, pulse diagnosis bases on the experience of the physician and he knows all human body state on the pulse wave characteristics. Rather, in the European medicine, necessarily require sophisticated equipment for inspection about human cardiovascular system. The reasons of change blood pressure depend on many factors, and also indicators of blood pressure give important information about a human body state. Researchers build system which used traditional pulse diagnosis and as known as the automated system of pulse diagnostics. This system is registering pulse wave from 6 different points in human arm and simultaneously diagnosing functional condition of 12 internal organs. This investigation proceeds in the field of mathematical processing of pulse signals, creation of environment of expert systems [2].

If such these two databases are will be in one system, it means application of information technologies for medicine and multi-diagnosing process.

B. Mathematical method for Data analysis of Medical expert system by pulse diagnosis

Recent time, mathematicians and physicians are developing several methods of computational diagnosis. It helps to simplify data analysis. All medical diagnosis is based on the pathophysiological problem and they can
be able to question of probability. And medical diagnosis is concepts question of human opinion, too. Because human makes decisions based on the experience gained something you have learned from his life. In this case, under the concept of probability, we consider it a subjective measure. It helps to doctor to express confident degree of given sign, a symptom or the diagnosis.

According to holistic viewpoint of all this scientific-technical developments, mathematical methods have recognized as a popular complementary and develop continuously. One of the most used mathematical methods in medical diagnosis is Bayesian approach. Bayesian approach is based on a statistical conclusion and applied in medical diagnosis for many years.

Application of a probabilistic model for diagnosis requires preliminary statistical processing of existing clinical material in the form a large number of case histories. From Bayesian research can be assume, that the patient can have simultaneously only one disease from some group of i of the diseases, denoted a set of diseases. \( B \in \{ \delta_1, \delta_2, \ldots, \delta_i \} \). Thus, diagnosis problem is to choose one of the most probable diseases from many groups. For recognition of disease use set of symptoms \( C \in \{ c_1, c_2, \ldots, c_j \} \), the characterizing any properties of the investigated patients. In traditional medicine, certain value of a symptom is denoted as \( \Pi \in \{ \Pi_1, \Pi_2, \ldots, \Pi_j \} \), and called as an indicator. Also, it is necessary to note on the movement of a pulse wave. The experimental physicians can distinguish by pulse approximately 360 indicators [3]. See in Fig. 2.

![Fig. 2 Conditional probability of disease](image)

For example: From Fig. 1 can denote conditional probabilities of disease \( P(\delta_i) \). It can be \( P(\delta_i) = P(c_1|\delta_i) + P(\Pi_1|\delta_i) \) or \( P(\delta_i) = P(c_1|\delta_1) + P(\Pi_1|\delta_i) \).

All probabilities are conditional. Mathematical definitions of conditional probability of a symptom \( C \) at this disease of \( B \) according to Bayesian theorem

\[
P(C|B) = \frac{P(C \cap B)}{P(B)}
\]

Algebra transformations of the equation lead to a basic Bayesian formula

\[
P(B|C) = \frac{P(C|B)P(B)}{P(C)}
\]

For application of diagnosis probabilistic algorithm must find previously probabilities of symptoms according to statistical data, for which approximately accept their relative frequencies.

\[
P(\delta_i) = P(C|\delta_i) + P(\Pi|\delta_i)
\]

\( \delta_i \) - is one of only set of possible and incompatibility diseases. Then

\[
P(C) = \sum_i P(C|\delta_i)P(\Pi|\delta_i)P(\delta_i)
\]

In medical practice, physicians often meet the undefined state. In this case need to find an informal assessment of that corresponds to the observed facts of any diseases [4].

In that case, for calculation \( P(C) \) must previously to calculate work of the form \( P(c_1|c_2^{\ldots}c_j) P(c_1|c_2^{\ldots}c_j) \cdots P(c_j) \). Independence symptoms and indicators \( c \mu \Pi_i \) follows \( P(c_j|\Pi_i) \), from what follows relation

\[
P(c_j;\Pi_i) = P(c_j)P(\Pi_i)
\]

In the European medicine, if all symptoms are independent, at the diagnosis accept only symptom. And in traditional medicine, physicians consider all indicators of disease depend on pulse wave. Bayesian approach allows to calculate all values \( P(c_j|\delta_i) \) and to make reasoning of mutual independence symptoms. In medical diagnostic expert system, if the patient has indications and symptoms \( P(c_j^{\ldots}c_j) \), and there are certain conditions \( P(\Pi_1, \Pi_2, \ldots, \Pi_j) \), then can to conclude confidence, that the patient has a disease \( \delta_i [4, 5, 6] \). Bayesian formula is accepted for a case of all symptoms.

III. ADVANTAGES DIAGNOSTIC MEDICAL EXPERT SYSTEM BY PULSE DIAGNOSIS

Development of computational technologies gives the chance to reach new level at present visually the course of a disease according to mathematical models. Any attempt of developing a medical diagnostic expert system dealing with human disease diagnosis has to overcome various difficulties. Expert systems for a medicine developed usually for physician, nurse or for procedure of healthcare. Doctors have own features of the experience and feelings. Therefore, they must estimate management of patient treatment and patient’s situation of diseases. Most of medical expert systems have the content of database mainly contains the current situation of patients. For example: name, age, sex, symptoms [7]. Most medical decision-making programs have based their advice on the data available at one particular time. In actual practice, the physician receives additional information from tests and observations over time and reevaluates the diagnosis and prognosis of the patient. Both the progression of the disease and the response to previous therapy are important for assessing the patient’s situation [8].

Complete medical diagnostic expert systems can create new medical knowledge learning is seen to the effective characteristic of an intelligent being. They contain medical knowledge about a very specially defined task, and are able to reason with data from individual patients to come up with reasoned conclusions. Consequently, one of the major ambitions of artificial intelligence has been to develop computational technologies that can learn from experience of experts. The resulting developments in the artificial intelligence field of medical diagnostic expert systems have resulted in a set of tech-
niques which have the potential to describe the way in which knowledge is created. Although there are many variations, the knowledge within an experts system is typically represented in the form of a set of rules [9].

Expert systems are the commonest type of artificial intelligence systems in routine clinical application. Now this goal has been moving to more high-level. Nowadays, there are online versions of medical expert systems, where any user can establish the diagnosis with this or that share of probability. The old system can be easily incorporated into the new system with the reused modules. The theoretical mathematical framework of new expert system has a key component. And also, the automated diagnostic systems can be equipped with the sophisticated equipment for inspection of pulse, which is based on "smart" technology [10].

While working on the research work is to get the following scientific results:

1. To develop models of interrelations of traditional and European medicine;
2. To develop fuzzy models for "symptoms-diseases";
3. To develop the algorithms of consecutive diagnostics directed to allocation of the most probable disease;
4. To develop the human-machine interfaces for interaction of the doctor and user;
5. To develop the diagnostic medical expert system interacting with the diagnostic equipment (pulse control and etc.).

Recent time, modern medicine is focusing big conception that to teach early prevent disease and probable diseases identify source properly. It helps to early diagnosis any diseases. This means to use development of computational technology for a medicine and increase opportunities multi-diagnosing process. Major goal of this research work is that to increase the probability assigning to the diagnostic possibilities in European and traditional medicines.

Advantages are:

1. To have integrated medical diagnostic expert system;
2. Help saving time of the physician for diagnosis of any diseases;
3. To improve quality of medical diagnosis;
4. Creating integrated database of traditional and European medical diagnosis for medical specialties and student's training;
5. Giving some opportunities for early diagnosis any diseases before will be chronic;
6. Giving explanation about cause of diseases based on the traditional and European medicine.

IV. CONCLUSION

Nowadays, expert system in field of medicine has been developed. It helps to doctors to express confidential degree of given sign, a symptom or the diagnosis. Use the traditional method has the advantage of fast diagnosing the disease. This traditional diagnosis to characterize pulse wave, which based on the experience of traditional physician, introduce to this modern web-based expert system will be create newly quality and fast medical multi-diagnostic expert system. And this system will help to medical specialties to make correct diagnosis of disease and will be highly level training tools for medical students and clinical youngest physicians. For best result, it consider on the traditional pulse diagnosis. It research work is devoted to development of citizen's intellectual primary medical diagnostics methods and it's an actual task. Modern approach to such kind of expert systems offers their content on the basis of million sources. There is also big gap in terms of traditional and European medicine.

Whole of pulse diagnosis in traditional medicine bases on the experience of physician that he collected during his whole life practice. Therefore, in the future this multi-diagnostic medical expert system will be called experience-based system.
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Abstract— As the country’s demand, Mongolian educational organizations must prepare well trained and educated specialists that are able to work in any fields of their professions corresponding to the international standards. Teaching ESP (English for Specific Purpose) is much different from teaching general English with its purposes. Through ESP, English teachers give their students not only language knowledge and skills, but also give them employable skills. In other words, students can acquire the skills to use their English language knowledge in their work places, so the methods used to teach ESP have to be different. This paper aims to introducing one of the active methods of teaching, which is called "case study". Case study involves real stories of real business organizations including their success and failure, presents complex situations that are contextually rich on dilemmas, conflicts, and problems. The method of case study gives students possibilities to improve their language skills to solve problems, negotiate, etc. Thus, this method develops students’ critical thinking, consolidates already acquired knowledge, and work place skill-managerial skill, as well.
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I. INTRODUCTION

Nowadays, the main role of teachers is not limited by transferring the information directly to students. Also, they should be creative users of technology, leaders among the public advisers for students, experts for training process and educational servants in society.

The result of any learning process depends on many factors like individuals' interest and their psychological readiness to raise their qualification and their ability to acquire modern learning techniques.

Today’s widely used methodology is " student centered teaching". It is a teaching technology based on competitiveness (ability) and at giving independent studying skills for learners.

The training that is conducted in globalized environment based on advanced methodology has spread in many countries. In other words, it is the combination of training the teacher and learner do research together and in turn, teachers encourage learners. These days, advanced training methods have been widely used in many colleges and universities in the world.

II. WHAT IS CASE STUDY?

The important way to make a decision is a case study which aims to providing the ability and skills to perform the main function of science creatively. It is a practical studying method that requires intellectual skills, general mental process as well as all kinds of scientific knowledge. Case means occurrence, situation and extra example. Also, in the study of education, it is described as a research of situation. Since ancient times, foundation of case study has been laid as a performance of debate and discussion. The case study is as follows:

1. the most practical and fastest research method to diagnose and analyze the situation and find the appropriate ways;
2. exercises to describe the situation and raise a question using the information from the specific organization;
3. exercises to learn from the historical events analyze and study experience [1].

The purpose of the case study is as follows:

1. to select the necessary information;
2. to elaborate the information gathered;
3. to learn how to analyze;
4. to suggest many versions and ideas;
5. to develop logical skills;
6. to work in team;
7. use theoretical knowledge.

The case study is considered as a main method of training and is used in the leading and the most reputable universities of the world.

The "case study" for students introduces the real situations, gives them the possibility to test themselves, increases the confidence to defend their ideas and get along with members of team, and teaches how to use knowledge and skills the students acquired during the class. The authors have noticed that the students who use the "case study" in class tend to be motivated, get involved in lessons, brainstorm quickly, raise interesting ideas, accumulate experience, and have more confidence as well.

The "case study" provides teachers possibilities to use theoretical knowledge to be understood by students in the fastest way and the goal to be achieved. It makes
teaching and learning process more interesting and helpful.

Case is occurrence, situation and extra example of a certain company or business organizations as described above. It could be a company's privacy or secret. So in order to use the "case study" method, a teacher should get a permission from an organization to gather the information, define the situation precisely while doing a research based on a real situation or data. So the real names and other relevant information of the company and employees should be changed.

The sequence of class activities for case study includes reading the prompts by students and imagining it in their minds, selecting the useful information which is needed for the suggestion, diagnosing, raising and comparing many versions, analyzing and approving.

We must mention that there are no absolutely true answers, the main goal of using this method is that a teacher must support and encourage students to express their own ideas, direct and demonstrate students the ways definite problems were solved in the history.

### III. CASE STUDY AND ESP

Case studies in English for Specific Purpose may vary in performance and can be used differently, depending on the case itself and on the goals of Engineering, Business and Social Science English courses. The process of creation of sample case is complex and is carried out in a number of stages, which are:

1. Determination of didactic aims that should be clearly and laconically formulated;
2. Choosing a case layout;
3. Gathering of relevant facts;
4. Creating a model of the situation;
5. Selecting a type of case;
6. Writing a case in words;
7. Analysis of precision and efficiency of case;
8. Using of a case in the process of teaching.

An effective case study is one that:
1. Tells a "real" and engaging story;
2. Raises a thought-provoking issue;
3. Has elements of conflict;
4. Promotes empathy with the central characters;
5. Lacks an obvious or cut-right answers;
6. Encourages students to think and take a position;
7. Portrays actors in moments of decision;
8. Provides plenty of data about character, location, context, actions;
9. Is relatively concise[2].

According to [2], six steps provide a common basis of how to conduct a decision, shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Content</th>
<th>Sample tasks to resolve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Give the group enough time to read and think about the case, even to prepare a company advertisement as home task in form of a film or slideshow.</td>
<td>What is the main sense of the case? What are the alternative actions? What are the main challenges the central character is facing?</td>
</tr>
<tr>
<td>2</td>
<td>Introduce the case and give some instruction for how to approach it, how you want the students to consider this problem.</td>
<td>&quot;You are a member of an advertising campaign for one of the products or services. Present your campaign to the management concerned.&quot;</td>
</tr>
<tr>
<td>3</td>
<td>Break down the stages you want participants to take in developing the case.</td>
<td>&quot;Firstly, secondly, finally...&quot;</td>
</tr>
<tr>
<td></td>
<td>Specify certain information you want your students to concentrate on.</td>
<td>&quot;I want you to ignore the political views of the countries&quot;</td>
</tr>
<tr>
<td>4</td>
<td>Form groups and monitor them to be convinced that all students are involved in discussion. Formulate the task for each group precisely.</td>
<td>Each group will be preparing a mini-presentation on one of the companies in their own words based on the information given in a form of analyst’s report</td>
</tr>
<tr>
<td></td>
<td>Make sure that even very timid students could participate in the process by distributing the roles inside each small group.</td>
<td>&quot;The student playing role of an executive director of a Mongolian company would chair the meeting.&quot; Another student should take notes about the discussion, and there may be role-cards for every student.</td>
</tr>
<tr>
<td>Content</td>
<td>Sample tasks to resolve</td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Ask clarifying questions to move discussion to another level and probe for deeper analysis without over-directing.</td>
<td>Examine the students’ own assumptions, substance of their claims and illustrations.</td>
<td></td>
</tr>
<tr>
<td>Synthesize issues raised to bring different strands of the discussion back together at the end of lesson.</td>
<td>Show the students what they have learnt and make feedback from their work. One or more students can implement the task, not necessarily the instructor.</td>
<td></td>
</tr>
</tbody>
</table>

* * * An original student’s work is available

Some variations on this general method include having students do outside research individually or in groups to bring to bear on the case in question, and comparing the actual outcome of a real-life dilemma to the solutions generated in class [3].

IV. CONCLUSION

In summary we should note that we have used the above-described case-study method in our English language teaching process at MUST. Using the case study in class is beneficial, because it gives students a perfect opportunity to use creatively the active vocabulary gained on the lessons of ESP, to show their professional knowledge and skills, and to adapt to the real and potential situations. Then it helps students to learn how to work out the information, to work in team, and develops logical mental process. If teachers use more methodologies like a case study in their teaching process, students will be able to deal with all the problems they will face in their future work.

Also, it improves quality of teaching. The method provides the complete theoretical knowledge, develops creativeness of both teachers and students. Also, it helps to achieve the main goal of educational process, i.e. preparation of highly qualified specialists in all fields of society.
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Abstract — Interaction with speech is the most natural way of communication. Since Google and Apple have demonstrated how speech recognition engines can simplify the interaction between humans and computers, speech recognition becomes increasingly important in different research areas. In the field of museum guides there are already numerous robots using speech as communication interface, e. g. Robotinho or Fritz. This paper describes a concept for a spoken dialog systems implemented in a museum guide, directs to complete computability in order to realize a more intuitive dialog behavior. We identify state of the art dialog system properties and introduce a concept addressing hugely reverberant recognition environments. Our proposal provides speaker separation and identification which is a fundamental feature in multi-human communication scenarios. Additionally, the concept provides a calculable processing time for adapting the response times in respect to content and question type.
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I. INTRODUCTION

Museum guides like Robotinho [1], Fritz [2] or Minerva [3] have been established in the museum area. Most recently used as communication interface is the touch interface. However, the most intuitive way to interact with a machine is the human speech. Some robots like Fritz use spoken dialog systems to communicate with the visitors [2], but mostly this dialog interfaces are just rudimentary systems which try to realize intuitive dialogs by using filler words if the calculation time takes to long [4]. On the contrary, psychological research shows that a suitable amount of time between the moment of questioning and the moment of answering depends on the context and question type [5] and has to be adapted. In order to archive this goal, a complete predictable system has to be realized with the aim to reduce the processing time to a minimum and a huge amount of computability. For the use on a mobile robot a specialized hardware is necessary. Current solution would offer a digital preprocessing in an FPGA or ASIC and subsequent further processing in a processor. The disadvantage of this approach is, that the possibility’s for

II. SPOKEN DIALOG SYSTEMS

Spoken dialog systems is a fast growing field of research. In the last years, numerous commercial applications have been developed, like "Siri" by Apple or "OK Google" by Google. Older applications were deployed usually in call centers, e. g. HMIHY [6] or information systems like JUPITER [7] or the DARPA communicator [8]. Nowadays, Spoken Dialog Systems have been deployed in smart home environments, e. g. SCARS [9] or intelligent robots [1, 10, 2].

An example for a conventional Spoken Dialog Systems is shown in Fig. 1. Its main components are the Speech Recognition Engine (SRE), the Natural Language Understanding (NLU), the Dialog Manager and the Text to Speech Engine (TTS). The Speech Recognition Engine converts the analog signal of a spoken language to a sequence of parameter vectors, which is transformed into a sequence of words. Afterwards, the Natural Language Understanding extracts the semantic of utterances and passes it to the Dialog Manager. The Dialog Manager analyses each utterances and based on the respective his-
tory and the actual utterance, makes a decision of the next output. This output is transformed by the Text to Speech Engine into speech [11],[12],[13].

These days commercial approaches apply a Voice Browser based approach. It is fed with documents described in speech specific languages like Voice XML. The Voice Browser communicates with a web server, which can activate the speech resources e.g. Speech Recognition Engine, Text to Speech Engine. The respective result is sent to the web server, which proceeds on the received data and send the final result back to the Voice Browser. On this account, the latter is able to perform the defined actions [13].

However, this concept focus on a multi-user dialog system optimized for the usage on SoC Architectures, with the focus of reducing the processing time as good as possible such as a calculable response time. For this purpose a web solution is not possible, because the delay for the web communication always depends on too many parameters. In summary the traditional spoken dialog approach provide a good basis, but has to be adapted in order to work with multiple users and deal with the rough museum environment.

III. ARCHITECTURE

A. Overview

The development concept provides a modular approach, which is easy to maintain and a highly flexible research platform. Fig. 2 composes an overview of the concept architecture. As input source is a microphone array (MA) of M microphones and the produced output $S_m(t)$ defined, where $1 \leq m \leq M$. $S_m(t)$ describes the digital output from microphone $m$ at time $t$. The microphone array feeds the Preprocessing Unit (PPU), which full fills the major task to reduce reverberation in the room. The filtered signal is represented by $S_{ppu}(t)$. Since the system shall be implemented in a museum guide, different speakers have to be separated for the increased different that more than just one person or group talking to each other. For this purpose, the Speaker Identification Unit (SIU) separates different speakers and proceeds a speaker localization. The result is represented by $S_{spe} \text{with } 0 \leq n \leq N$ while $N$ displays the amount of speakers. Based on this data, the Speech Recognition Engine (SRE) process transforms the given digital waveform signal into a sequence of para meter vectors for each speaker. Afterwards these vectors are converted in-

to a word sequence $S_{Spe}(t)$. The Dialog Manager (DM) collects the generated data and decides about the relevant speaker, based on direction, distance and level of loudness. Afterwards, the Dialog Manager proceeds the utterance analysis and decides, based on his policy, about the output $O(t)$. In the end, the speech is synthesized by the Text to Speech Engine (TTS).

![Fig. 1 Traditional Dialog System](image1)

![Fig. 2 Concept Overview](image2)

B. Preprocessing

The Preprocessing Unit is fed by the microphone array output $S_{ppu}(t)$. The major task of this unit consists of preparing the signal for the whole speech recognition process. Since this concept is developed for evaluating communication in a museum, the most important task the Preprocessing Unit faces consists of removing reverberation in big halls. Actual dereverberation techniques can be divided in two big categories, Front-End-Based Approaches and the Back-End-Based Approaches. Front-End-Based approaches aim to dereverberate corrupted feature vectors, while Back-End-Based Approach aim to adapt the acoustic model or tailor the decoder to the corrupted model. Since we also need the dereverberation for the localization algorithms (see chapter III-C3) and not just for the speech recognition, a Front-End-Approach has to be chosen. The Front-end-approach has the advantage that no changes in the Back-End processing steps are required and they are completely independent of the following calculations. Additionally, most of the Front-End-Approaches can be imple-mented with less processing costs and combined with noise reduction methods [14]. In order to find a well suited algorithm, several algorithms has to be evaluated. Evaluation parameters should be the increasing accuracy of the localization algorithm, possibility for parallelism on the FPGA, resource usage and calculation time in Software rather throughput time on the FPGA.

C. Speaker Identification

The Speaker Identification represents one of the major parts of the proposed concept. It consists of four additional components, the Speaker Separation Unit (SSU), the Speaker Estimation Unit (SEU), Speaker Localization Unit (SLU) and the Beamforming Unit (BFU). The Speaker Separation is needed for the decomposing of different sound sources and different speakers. The re-
sult of the Speaker Separation is a record $S_{m,n}(t)$ which represents every detected speaker n per microphone m at the time t. This results in a mapping problem, since the result of each speaker has to be mapped to the same speaker on another microphone. On this account the Speaker Estimation generates a hypothesis about the correlated speaker and is represented as $S_{m,n}(t) = (S_{m,n}(t), L_{m,n}(t))$, where $L_{m,n}(t)$ represents an estimation parameter for speaker n on microphone m. $S_{m,n}(t)$ is fed to the Speaker Localization, which calculates the position of the speaker in 3D space, in order to track the speaker. The result can be displayed as $S_{m,n}(t) = (S_{m,n}(t), pos_{m,n}(t))$. The Beamforming performs the fusion of the different microphone signals with the result $S_{m,n}(t) = (S_{m,n}(t), pos_{m,n}(t))$, with $S_{m,n}(t)$ representing the combined signal for speaker n over all microphones, mapped by the corresponding position of the speaker. $S_{m,n}(t)$ represents the final result of the component Speaker Identification and is passed to the Speech Recognition Engine.

(1) Speaker Separation
Speaker Separation or Blind Source Separation is a topical research area, where numerous methods and solutions have been developed [15],[16],[17]. The basic idea is to separate the speakers voice from undesired background noise. Most of the approaches based on the Independent Component Analysis (ICA) with a Principal Component Analysis (PCA) as preprocessing technique [15],[16],[17]. The ICA assumes statistical independence of the original signals. However, the ICA can separate the maximum number of sound sources as microphones are available. Zhe Wang et al. [18] overcomes this problem. They proposed a blind source separation algorithm, that does not depend on the amount of microphones. This algorithm is an optimized Voice Activity Detection (VAD) algorithm combined with a noise removing technique and rests upon spectral subtraction, Zero-Crossing-Energy VAD and Entropy-Based methods. Next to the independence of the available number of microphones, the described algorithm is independent from prior clean speech variance estimations and does not require additional models or trainings. In order to find the best fitting approach, both techniques have to be evaluated regarding the possibility of parallelism, processing time, resource usage and throughput time.

(2) Speaker Estimation
During the process of Speaker Separation different waveforms for each speaker are generated and certain noise suppression are performed. The results can be displayed as $S_{m,n}(t)$. On this base, the component Speaker Estimation calculates identification features in order to map a speaker to its corresponding parts on the other microphones. This aspects is addressed within the Speaker Recognition or Speaker Diarization, which describes common fields of research [19],[20],[21],[22]. Since we have multiple microphones recording at the same time, we can assume that their features are quite equal. [23] shows that the LPC feature gives a solid first estimation on the speakers identity, with an error rate less than 22%. If additional pitch features and maximum autocorrelation values (MACV) are used, the identification error can be reduced to less than 16%. But it is also shown that, considering pitch and MACV feature on their own, provides bad estimations with error rates higher than 60%. Nevertheless, developing our concept we have to evaluate whether MACV feature provide a suitable first estimation or if LPC feature has to be used. Also for this algorithm processing time, resource usage and parallelism capability has to be evaluated. As result of this component a record, represented by the current separated speaker waveform for each microphone and the added feature, is obtained.

(3) Speaker Localization
The Speaker Localization calculates a location estimation of the speaker, in order to get information about his or her position in the 3D space as well as the distance from the system. This enables the Dialog Manger to estimate, if the detected speaker is talking to the system or if the detected data are irrelevant. Additionally, such information can be used to provide an eye-to-eye communication while used on a robot.

Within the field of Speaker Localization or Sound Source Localization various methods have been developed to calculate the position of a sound source. They can be separated into three categories, beamforming methods [24],[25], time difference of arrival (TDOA) methods [26],[27] and techniques which adopt the measured Head Related Transfer Function (HRTF) [28],[29] presents an approach based on the summed GCC, in order to calculate the elevation angle and azimuth angle for speaker localization in 3D space. However, most of the algorithms just provide angels but does not calculate the distance of the speaker. Valin et al. [27] proposes an TDOA based approach with distance measurement in a three meter range. According to the authors, the low range is based on the noise and reverberation of their laboratory. Though beamforming methods need a high number of microphones and heavy data processing to achieve valid results, whereas HRTF methods need big databases of the specific robot platform. On the contrast, TDOA needs a moderate amount of microphones and has quite low computational costs [29]. Based on this comparison and the usage of the calculated time difference between the microphones which can be used for beamforming (see chapter III-C4) an TDOA based approach is most suitable. Since there are just localization approaches which calculate angle and distances and define the position of a speaker relative to the system, a new algorithm for calculating the position in 3D space based on TDOA has to be developed.

(4) Beamforming
The Beamforming component has to merge different corresponding speaker signals. There are numerous methods for this microphone array processing problem. The classic solution [30] is based on the calculation of $y[n]$ with
\[ y[n] = \sum_{m=0}^{M-1} \alpha_m x_n[n - \tau_m] \]  

where \( \alpha_m \) symbolize a weight for microphone \( m \) (standard \( \alpha_m = \frac{1}{M} \)) and \( \tau_m \) defined in (2) by using speed of sound \( v \) and base distance between the microphones \( b \)

\[ \tau_m = \frac{b \cos \theta}{v} \]  

Another approach comprises the adaptive array processing, using an Generalized Sidelobe Canceller (GSC), as an alternative to the Frost beamformer [30]. The GSC calculates a fix beamform and uses a blocking matrix to block signals from the gaze direction, in order to remove unwanted signals. [31] propose special beamforming algorithms for speech recognition. This approaches bases on trained filter-and-sum array processing, optimized for speech recognition with improvements of 36% compared to classical beamforming methods. However, in our concept we calculate angle \( \theta \) in the Speaker Localization component and \( b \) is constant over the whole system, providing perfect requirements to calculate the beamforming with the classic approach, since \( \tau_m \) can be directly calculated and used in equation (1) for the final merge process. However, it has to be evaluated whether the beamforming algorithm provide the necessary accuracy for the following speech recognition. Also resource management and timing analysis has to be done in order to find the best hardware/software partitioning.

![Speaker Identification](image)

**D. Speech Recognition**

In this section, the conversion from digital waveform into word sequence is described. On this account, we have to define the following requirements. The main focus is a constant processing time. However, the highest processing time in a dialog system has the speech recognition engine. Standard speech recognition engines wait with the processing until the speaker stops speaking, afterwards the processing starts. This behavior leads to a big in calculable delay, which is a big problem for our concept. However, this concept still rely on standard ASR Technologies, but not on the usually behavior. In order to get a fixed processing time, the system will split the utterances in constant windows. This windows will be proceed separately. The described processing leads to another problem. The benefit of the NLU is getting less effective which leads to higher word error rates. In order to face this problem, this concept focus on keyword spotting approaches, just as shown in [32]. This approach has another big advantage related to the German language. In Germany, a huge amount of various dialects exists, which has to be understood by the system. These dialects can differ substantially and result in bad ASR outcomes with word error rates of approximately 30% challenging the system rather hard [33]. In future work, it has to be evaluated whether the usage of windowed utterances leads to a constant processing time and the reliability of the keyword detection has to be determined.

**E. Dialog Management**

The Dialog Manager is fed by the keyword sequence \( S_n(t) \) for each speaker \( n \). This leads to the task of identifying the relevant speaker, based on the position in 3D space and loudness level mainly, because of the high probability of a speaker in the near environment in front of the robot talking to the system rather than a quiet voice from the background. The non sort out speaker are analyzed by the system, and the content retrieval takes part. Classic dialog management systems would use finite state machines for modeling the flow of the dialog [13]. However, this approach has the huge disadvantage, that the complexity of the created graph spreads massively with growing knowledge database resulting in heavy maintenance costs. Currently, two major approaches are suited to the described concept, the ontology based approach [34], [35] and the POMDP [12] based approach. The POMDP approach rests upon a observable Markov Model, whose transitions and observations are modeled as set of probabilities defining the dialog model. A second statistical model describes the next action and therefore the policy of the system [12]. A core limitation of this approach comprises the fact, that it requires a lot of training. On the other hand, the ontology based approach provides a more flexible and easier reconfigurable system, which provides easy access to databases while using SPARQL [36],[37]. The exhibits can be organized in a hierarchical ontology, improving scalability. Bearing in mind, that the concept need a constant and low processing time, the best per-
formance is expected by the ontology approach since the SPARQL database is provided by the embedded device itself. In order to evaluate the dialog manager, the processing time has to be evaluated in respect to the database size and the amount of possible keywords. Based on that it has to be analyzed, whether a processing time can be calculated based on the amount of keywords and the database size.

F. Natural Language Generation

Finally the system has to generate the output speech. On this account we analyzed different text to speech (TTS) synthesizers, Mary TTS V 5.1.2 [38], Festival TTS V 2.4 [39] and MBROLA V3.02b [40], regarding to their nature appearance, changeability and amount of prepared German voices. German voices are provided by all synthesizers except Festival TTS, which just comprises English and Spanish voices. With relation to changeability MBROLA provides the biggest amount of freedom by enabling the user to define every phone by his own. Mary TTS offers a Voice Import Tool, giving a user the opportunity to generate own voices. The natural appearance of the voice was best related for Mary TTS, whereas MBROLA was not able to convince in this respect. In summary Mary TTS provides a very naturally prepared voice and offers a tool for generating own voices, which enables us to analyze different voices, genders and intonations.

IV. CONCLUSION

The presented concept proposes a modular and flexible concept for an analysis platform for a multi-user content retrieval based spoken dialog system for implementation on a museum guide. In this paper the current state of the art approaches are discussed and a new concept is deduced. The described concept offers a Preprocessing Unit to provide the required robustness in reverberant environments. In order to deal with multiple speakers, an unlimited speaker separation approach is introduced. The Dialog Management provides a natural dialog flow and identifies the communication partner, based on the calculated speaker position in 3D space. Additionally the concepts, based on a keyword spotting approach in combination with an ontology based Dialog Management, which enables the system to deal with various dialects and accents of the German language. Finally the system provides a natural voice, which can easily be adapt, in order to analyses effects on humans during a guidance.
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Abstract—This study addresses the problem of distributed consensus for discrete-time networked multi-agent systems (NMAs) with communication delays in the transmission network. Different from existing techniques, the networked predictive control scheme is introduced to compensate for communication delays actively and overcome the difficulties induced by the delays. A distributed consensus protocol based on the predictions of states at current time is designed. For discrete-time NMAs with a directed topology and non-uniform constant delays, necessary and sufficient conditions for the consensus are given. Numerical examples are presented to demonstrate the effectiveness of theoretical results.
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I. INTRODUCTION

Consensus problem has received extensive attention in the distributed coordination and cooperative control of networks of dynamic agents [1] to [3], which roughly speaking means to design a distributed protocol such that as time goes on, all agents can asymptotically reach an agreement on certain quantities of interest based on the local information.

To achieve consensus and cooperative behaviors for networked multi-agent systems (NMAs), it is important that the agents in the group are capable of exchanging information through the communication networks, which implies that the network-induced delay can occur inevitably, due to the limited bandwidth of the communication channels and the finite transmission speed. Time delays can degrade the performance of NMAs and even cause the divergence. Hence, it is essential reducing or eliminating the negative effect of delays on NMAs. Recently, many research works on the consensus problem of NMAs with communication delays have emerged. For example, Sun et al. [4] studied the average consensus problem of the NMAs with undirected switching topology and multiple time-varying communication delays, and the maximal allowable upper bound was determined by a linear matrix inequality method. Based on a tree-type transformation method, results of [4] were extended to the directed network case in [5]. A leader-following consensus problem of second-order multi-agent systems with non-uniform time-varying delays was further investigated and a new neighbor-based protocol was designed in [6].

However, when there exist communication delays in NMAs, the vast majority of existing literature takes a passive acceptance approach, the prediction intelligence of each individual is neglected. Inspired by numerous results on the predictive intelligence of natural bio-groups, Zhang et al. [7], [8] designed a small-world predictive protocol for the A/R and Viesek models, and proposed centralized and decentralized model predictive control protocols for linear dynamic networks without leaders, which shows that the predictive protocols can accelerate consensus speeds and reduce sampling frequencies. Farrai-Trecate et al. [9] considered the input saturation constraints case and proposed a decentralized predictive mechanism and predictive pinning control to achieve the consensus and improve consensus performance. However, the communication delays are not considered in [7] to [9]. For continuous-time first-order and second-order multi-agent systems with an uniform constant communication delay, Fang et al. [10], [11] introduced a weighted average prediction into the existing consensus protocol to simultaneously improve the maximum tolerant delay and consensus convergence speed. Therefore, it is a promising topic how to improve the performance of NMAs by fully utilizing the prediction intelligence of each individual.

This paper investigates the consensus problem of networked multi-agent systems with a directed topology and diverse communication delays, where the dynamics of all agents are described by discrete-time linear time-invariant systems. By introducing the networked predictive control scheme (NPCS) [12], [13] to compensate for communication delays actively, a new distributed consensus protocol is put forward. The predictions of states at current time, instead of available delayed states, are exploited to design the consensus protocol. For NMAs with identical linear agents and bounded non-uniform communication delays, necessary and sufficient conditions of the consensus are provided. Finally, a numerical simulation is further presented to demonstrate that performance of NMAs with communication delays, based on networked predictive control method, is very close to that of systems without a network delay.

The rest of the paper is organized as follows. Section II gives the problem formulation and some preliminaries. Based on the NPCS, the design of distributed pro-
tool and analysis of consensus are discussed in Sections II and III, respectively. To illustrate theoretical results, a numerical simulation is provided in Section IV. Finally, some concluding remarks are drawn in Section V.

Some remarks on notation are given as follows. Let $M_{n \times n}(\mathbb{F})$ be the set of all $m$-by-$n$ matrices over a field $\mathbb{F}$, and $M_{n \times n}(\mathbb{F})$ is abbreviated to $M_n(\mathbb{F})$, where $\mathbb{F}$ is real number field $\mathbb{R}$ or complex number field $\mathbb{C}$. The set of nonnegative integers is denoted by $\mathbb{Z}^+$. $\otimes$ stands for the Kronecker product of matrices. $\| \cdot \|$ represents the $l_2$ norm on vectors or its induced norm on matrices. $1_n$ denotes a $N$-dimensional column vector with all entries equal to one. $\mathbb{O}$ and $\mathbb{I}$ represent zero matrix and identity matrix with an appropriate dimension respectively. For a matrix $A \in M_{n \times n}(\mathbb{C})$, define $A^* = L_n$. A matrix $A \in M_{n \times n}(\mathbb{C})$ is said to be Schur if all eigenvalues of $A$ locate in the open unit disk centered at the origin. $e_i = (0, \ldots, 0, 1, 0, \ldots, 0)^T \in M_{n \times n}(\mathbb{R})$ is block entry matrix, i.e. $e_i = (N, n)$ is composed of $N$ matrices belonging to $M_{n \times n}(\mathbb{R})$, where the $i$-th block is $I_n$, others are $0_n, I_n \in M_{n \times n}(\mathbb{R})$ and $0_n \in M_{n \times n}(\mathbb{R})$, $i = 1, 2, \ldots, N$.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, some basics of graph theory are introduced to formulate the consensus problem. Let $\mathcal{V} \ni \{1, 2, \ldots, N\}$ be an index set of $N$ agents, where $\mathcal{V}$ represents the $i$-th agent. Weighted digraph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \omega)$ can be used to conveniently represent the communication relationship among $N$ agents in NMASs, where $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the set of edges and $A = [a_{ij}] \in M_{N \times N}(\mathbb{R})$ is a nonnegative weighted adjacency matrix. An edge from $i$ to $j$ is denoted by $e_{ij} = (i, j)$ with the adjacency element $a_{ij} \geq 0$. The directed edge $e_{ij} \in \mathcal{E}$ means that agent $j$ can receive the information from agent $i$. Self-loop $(i, i)$ is not allowed, i.e. $a_{ii} = 0$ for all $i \in \mathcal{V}$. The set of neighborhood of agent $i$ is denoted by $N_i = \{ j \in \mathcal{V} : (j, i) \in \mathcal{E} \}$. A sequence of edges $(i_1, i_2), (i_2, i_3), \ldots, (i_{i-1}, i_j)$ with $(i_1, i_j) \in \mathcal{E}$ and $i \in \mathcal{V}$ for all $j = 1, 2, \ldots, N \in \mathbb{Z}^+$, is called a directed path from agent $i_1$ to agent $i_j$. If there exists a directed path from agent $i$ to agent $j$, then agent $j$ is said to be reachable from agent $i$, or agent $i$ is said to be reachable to agent $j$. The set of all reachable agents to agent $i$ is denoted by $N_i^r$. The Laplacian matrix $\mathcal{L} = [l_{ij}]_{N \times N}$ of the weighted digraph $\mathcal{G}$ is defined as $\mathcal{L} = \sum_{j=1}^{N} l_{ij} a_{ij}$ and $l_{ij} = -a_{ij}$ for $i \neq j$. Obviously, all the row-sums of $\mathcal{L}$ are zero, which implies that $\mathcal{L}$ has always an eigenvalue zero corresponding to the right eigenvector $1_N$. For convenience, $\mathcal{L}$ is partitioned as $\mathcal{L} = [l_{11} l_{12} \cdots l_{1N}]^T$ with $l_{ij} \in M_{1 \times N}(\mathbb{R})$, $i = 1, 2, \ldots, N$.

Consider an NMAS composed of $N$ discrete-time linear agents, where the dynamics of agent $i$ are described by

\begin{align}
x_i(t+1) &= Ax_i(t) + Bu_i(t), t \in \mathcal{V}^+ \\
x_i(t) &= \varphi_i(t), -\tau_u \leq t \leq 0, i \in \mathcal{V}^c
\end{align}

where $x_i$ and $u_i$ are the state and control input of agent $i$, respectively, $A \in M_{n \times n}(\mathbb{R})$ and $B \in M_{n \times n}(\mathbb{R})$ are constant matrices.

In NMAS (1), the information exchanged among different agents is achieved by a network, which implies that communication time-delays often occur due to physical character-istics of medium transmitting the information (e.g. acoustic wave communication between underwater vehicles), diversity of signals (boolean codes, images, videos, etc.), as well as bandwidth of communication channels. So it is assumed that agent $i$ receives information from agent $j (j \in N_i^r)$ with a constant communication delay $\tau_u$ at time $t$, where $\tau_u$ is a known and positive integer. It yields that agent $i$ is compelled to receive $x_{j}(t-\tau_u)$ lag data from agent $j$ due to network delays. And it is assumed that agent $i$ receives information from itself without a delay, i.e. $\tau_i = 0$. $\mathcal{V} \subseteq \mathcal{V}$. Let $\tau_u = \max_{i \in \mathcal{V}} \tau_i$. And $\varphi_i(\cdot)$ represents a given initial state, $i \in \mathcal{V}^c$.

The main objective of this paper is to this paper, the following assumption can reasonably be made.

Assumption 1: The states of all agents are available. And each agent $i$ can receive information from agent $j$, $\forall j \in [i] \cup N_i^r$.

A. DESIGN OF PROTOCOL BASED ON THE NPCS

Due to network delays, agent $i (i \in \mathcal{V})$ cannot get the current information from agent $j (j \in N_i^r)$ at time $t$, but only obtain information at time $t - \tau_u$. The most of existing consensus protocols are designed by exploiting delayed states. For example, $u_i(t) = K \sum_{j \in N_i^r} a_{ij}(x_j(t) - x_i(t - \tau_u))$, $i \in \mathcal{V}$. Because limited and outdated data cannot reflect current situations and dynamics of the systems completely, dynamic responses and control performances cannot be ideal based on traditional consensus protocols. Therefore, the NPCS is employed to predict current states of agents and compensate for communication delays actively in this paper. Prediction states instead of received outdated states, at current time are exploited to design the consensus protocol.

Let $\tau_i = \max_{j \in N_i^r} \tau_j, i \in \mathcal{V}$. For agent $i$, one possible way to construct the state predictions of agent $j (j \in [i] \cup N_i^r)$ from time $t - \tau_u$ to $t$ and control inputs predictions from time $t - \tau_u$ to $t$ are presented as follows.

Step 1: The control input of agent $j (j \in [i] \cup N_i^r)$ at time $t - \tau_u$, based on receiving the available state data at time $t$, can be constructed as

$$\hat{u}_j(t - \tau_u, t - \tau_u) = K \sum_{j \in N_i^r} a_{ij} \Delta x_{j,p}(t - \tau_u)$$

where $\Delta x_{j,p}(t - \tau_u) = x_j(t - \tau_u) - x_i(t - \tau_u)$ is the state difference between agent $j$ and agent $i$ at time $t - \tau_u$, and $K \in M_{n \times n}(\mathbb{R})$ is a feedback gain matrix to be designed.

Step 2: On the basis of linear system model (1) and
control input \( \hat{u}_i(t - \tau_i | t - \tau_i) \) obtained in the first step, the predictions of state and control input for agent \( j (j \in |i| \cup N^*_i) \) at time \( t - \tau_i + 1 \) can be constructed as
\[
\begin{align*}
\hat{x}_i(t | t - \tau_i) &= A \hat{x}_i(t - 1 | t - \tau_i) + B \hat{u}_i(t - 1 | t - \tau_i) \\
\hat{u}_i(t | t - \tau_i) &= K \sum_{p \in N_i} a_{i,p} \Delta \tilde{z}_{i,p}(t - 1 | t - \tau_i)
\end{align*}
\]
where \( \hat{x}_i(t | t - q) \) (\( p < q \)) denotes the state prediction for time \( t - p \) on the basis of the states up to time \( t - q \), and \( \Delta \tilde{z}_{i,p}(t - p | t - q) = \tilde{z}_i(t - p | t - q) - \tilde{z}_i(t - q | t - q) \) is the state predictions difference between agent \( j \) and agent \( j \) at agent \( j \) and agent \( j \) at time \( t - p \).

**Step \( k + 1 \):** By the way of iteration, the predictions of state and input for agent \( j (j \in |i| \cup N^*_i) \) at time \( t - \tau_i + k \) can be constructed as
\[
\begin{align*}
\hat{x}_i(t | t - \tau_i + k) &= A \hat{x}_i(t - 1 | t - \tau_i + k) + B \hat{u}_i(t - 1 | t - \tau_i + k) \\
\hat{u}_i(t | t - \tau_i + k) &= K \sum_{p \in N_i} a_{i,p} \Delta \tilde{z}_{i,p}(t - 1 | t - \tau_i + k)
\end{align*}
\]

**Step \( \tau_i + 1 \):** Finally, the prediction of state for agent \( j (j \in |i| \cup N_i) \) at time \( t \) can be constructed as
\[
\hat{x}_i(t | t - \tau_i) = A \hat{x}_i(t - 1 | t - \tau_i) + B \hat{u}_i(t - 1 | t - \tau_i)
\]
Hence, for NMAS (1) with constant communication delays, the protocol of agent \( i \) is designed as
\[
\begin{align*}
u_i(t) &= u_i(t | t - \tau_i) \\
u_i(t) &= K \sum_{p \in N_i} a_{i,p} \Delta \tilde{z}_{i,p}(t | t - \tau_i)
\end{align*}
\]
where \( K \in M_{n \times n} (\mathbb{R}) \) is a feedback gain matrix to be designed.

In the proposed consensus protocol, state predictions at current time are exploited instead of received outdated states.

**Remark 1:** By using the prediction method, the state prediction of agent \( j (j \in N^*_i) \) at time \( t \) can be obtained, based on information up to time \( t - \tau_i \). When \( \tau_i < \tau_j \), the states and inputs from time \( t - \tau_i \) to time \( t - \tau_j \) are available at time \( t \), it is unnecessary to predict states and inputs within the finite time points \( |t - \tau_i |, t - \tau_i + 1, \cdots, t - \tau_j \). Besides, agent \( i \) receives data from itself without a delay. So it is not necessary to predict the states and inputs of agent \( i \).

Therefore, on some level, the proposed predictive method in this paper increases the computational burden and is slightly conservative. However, the proposed method follows the uniform rule for all agents, overcomes design obstacles from different time delays \( \tau_i \), simplifies the prediction procedure and reduces difficulties of the theoretical analysis and derivation. In particular, when there are no external disturbances, predictive values will be equal to actual values. The accuracy and precision of the propose method would not be affected though the additional computation load of algorithm is increased. Hence, this paper provides a method of dealing with non-uniform communication delays, though it is mildly conservative.

The major work of this paper aims to design consensus protocols such that all the states of the multi-agent systems achieve consensus. The definition of the consensus is presented as follows.

**Definition 1:** For NMAS (1), protocol (2) is said to (asymptotically) solve consensus problem if the states of system (1) satisfy \( \lim_{t \to \infty} \| x_i(t) - x_j(t) \| = 0, \forall i,j \in \mathcal{V} \).

### III. CONSENSUS OF DISCRETE-TIME

**NMAS WITH DELAYS**

In this section, the consensus analysis of NMAS (1) with a directed topology and constant communication delays is provided.

**Note that**
\[
\begin{align*}
A &= (I \otimes I) A_i - BK (I \otimes A^{-1}) \otimes I_i
\end{align*}
\]
where \( A_i = I_3 \otimes A \otimes (BK) \) and \( I_3 \) is the \( 3 \)-th row of the Laplacian matrix \( \mathcal{L} \), \( i = 1, 2, \cdots, N \). By the way of iteration, the state prediction of agent \( j (j \in |i| \cup N_i) \) at time \( t \) is the basis of data up to time \( t - \tau_i \), can be expressed by
\[
\begin{align*}
\hat{x}_i(t | t - \tau_i) &= A \hat{x}_i(t - 1 | t - \tau_i) + B \hat{u}_i(t - 1 | t - \tau_i) \\
&= A^{t_{i-1}} x_i(t - \tau_i) + \Omega_i(t | t - \tau_i) x_i(t - \tau_i)
\end{align*}
\]
where \( \Omega_i(t | t - \tau_i) = \sum_{\tau_{i-1}} (I_3 \otimes A^{-(t_i-\tau_i)}) \otimes BK \) and \( f(A^{t}) \) is all the items that degree of A is \( h \) in \( (A - BK)^{t} \) expansion, \( h = 1, 1, \cdots, N, 1 \).

For simplicity, denote
\[
\begin{align*}
x(t) &= \begin{bmatrix} x_1^T(t) & x_2^T(t) & \cdots & x_N^T(t) \end{bmatrix}^T, \\
u(t) &= \begin{bmatrix} u_1^T(t) & u_2^T(t) & \cdots & u_N^T(t) \end{bmatrix}^T, \\
\delta_i(t) &= x_i(t) - x_j(t), i = 1, 2, \cdots, N, \\
\delta(t) &= \begin{bmatrix} \delta_1^T(t) & \delta_2^T(t) & \cdots & \delta_N^T(t) \end{bmatrix}^T.
\end{align*}
\]

The following theorem provides a necessary and sufficient condition of protocol (2) solving the consensus problem of NMAS (1).

**Theorem 1:** Consider NMAS (1) with a directed topology \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \) and non-uniform constant communication delays. Protocol (2) solves the consensus problem if and only if the following linear discrete-time system with multiple delays is asymptotically stable.
\[
\delta(t + 1) = H \delta(t) + \sum_{i \in \mathcal{V}} H_i \delta(t - \tau_i), t \in \mathbb{Z}^+
\]
where
\[ H = I_{N-1} \otimes A \]
\[ \dot{R} = R_i^T (R, R_i^T)^{-1} \]
\[ R_{i+1} = [-1, I_{N-1}] \]
\[ H_{r_i} = \sum_{j=0}^{r_i} (1 - I_{N-1}, i) \otimes (R^{j-1} R^{j-1}) \]
\[ H_{r_i} = \epsilon - \epsilon_{i-1} (N-1, n) \sum_{j=1}^{r_i} (1 - R^{j-1} R^{j-1}) \]
\[ (B K f(A^{i-1})) j = 2, 3, \ldots, N \]

and \( f(A^i) \) is all the items that the degree of \( A = h \) in \((A - BK)^j\) expansion, \( h = 0, 1, \ldots, \tau_i, i = 1, 2, \ldots, N. \)

**Proof:**
Substituting (3) into (2) derives
\[ u_i(t) = K \sum_{j=0}^{N} \Delta f_{i,j}(t - \tau_j) \]
\[ u_i(t) = -K \sum_{j=1}^{r_i} f_{i,j}(t - \tau_j) \]
\[ \Theta_i(\tau_i) x(t - \tau_i), i \in \mathcal{V} \]

where
\[ \Theta_i(\tau_i) = - \sum_{q=0}^{r_i} (I_q \otimes (B K f(A^{i-1}))) \]

Introduce some auxiliary matrices
\[ R = R_i \otimes I_{N}, R_i = [R_i, 1] \]

It is easily verified that \( R_i, R_i \) are inverse matrices and
\[ I_{N} = R_i^T (R_i R_i)^{-1} R_i \]
\[ = (R_i^T R_i)^{-1} R_i \]
\[ = (R_i^T R_i)^{-1} R_i \]

It follows from \( \mathcal{V} 1 = 0 \) and \( l_1 = 0, i = 1, 2, \ldots, N \) that
\[ \sum_{q=0}^{r_i} (I_q \otimes (B K f(A^{i-1}))) (1_N 1_N^{T}) \otimes I_n \]
\[ = \sum_{q=0}^{r_i} (I_q \otimes (B K f(A^{i-1}))) (1_N 1_N^{T}) \otimes I_n \]
\[ = 0 \]

So, it follows from (5) and (6) that
\[ \sum_{q=0}^{r_i} (I_q \otimes (B K f(A^{i-1}))) (1_N 1_N^{T}) \otimes I_n \]
\[ = \sum_{q=0}^{r_i} (I_q \otimes (B K f(A^{i-1}))) R_i^T (R_i R_i)^{-1} \]
\[ = \mathcal{E}_i(\tau_i) \delta(t - \tau_i) \]

where
\[ \mathcal{E}_i(\tau_i) = \sum_{q=0}^{r_i} (I_q \otimes (B K f(A^{i-1}))), i = 1, 2, \ldots, N \]

Hence, the relative state error system can be presented as
\[ \dot{\delta}(t + 1) = R x(t + 1) \]
\[ = R \left[ (I_{N-1} \otimes A) x(t) + \sum_{i=0}^{N} (I_{N-1} \otimes B) u(t) \right] \]
\[ \dot{\delta}(t + 1) = H_{\delta}(t) \]
\[ \dot{\delta}(t + 1) = \sum_{i=1}^{N} H_{i,\delta}(t - \tau_i) \]

It can be seen that system (7) is a linear discrete-time system with multiple delays. Therefore, that protocol (2) solves the consensus problem of NMAS (1) is transformed into the asymptotical stability problem of system (7) with multiple delays. So protocol (2) solves the consensus problem if and only if system (7) is asymptotically stable.

**Lemma 1:** Let the Laplacian matrix \( \mathcal{L} \) of digraph \( \mathcal{G} \) be partitioned as \( \mathcal{L}_{11}, \mathcal{L}_{12}, \mathcal{L}_{21}, \mathcal{L}_{22} \) with \( \mathcal{L}_{11} \in \mathbb{R} \) and \( \mathcal{L}_{22} \in M_{N-1}(\mathbb{R}) \). For any positive integer \( n \),
\[ R_{i,\mathcal{L}}^{n} = (\mathcal{L}_{22} - 1_{\mathcal{L}_{12}})^{n} R_{i,\mathcal{L}} \]
where \( \mathcal{L}_{12} = [-1, \mathcal{L}_{12}] \).

**Proof:** Mathematical induction is used to prove the conclusion. Because \( \mathcal{L}_{12} = 0 \), which implies \( \mathcal{L}_{11} + \mathcal{L}_{12} 1_{\mathcal{L}_{12}} = 0 \) and \( \mathcal{L}_{21} + \mathcal{L}_{22} 1_{\mathcal{L}_{22}} = 0 \). When \( n = 1 \),
\[ R_{i,\mathcal{L}}^{n} = \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \]
\[ = \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \]
\[ = \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \]
\[ = \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \]

Assume that the equality is true for \( n = k \), \( R_{i,\mathcal{L}}^{k+1} = R_{i,\mathcal{L}}^{k} \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \). From this, it need to be shown that the equality continues to hold for \( n = k + 1 \).
\[ R_{i,\mathcal{L}}^{k+1} = R_{i,\mathcal{L}}^{k} \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \]
\[ = \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \mathcal{L}_{22} - 1_{\mathcal{L}_{12}} \]

The proof is completed.

Especially, when \( \tau_1 = \tau_2 = \cdots = \tau_N = \tau \), the following result can be obtained easily.

**Corollary 1:** Consider NMAS (1) with a directed topology \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \omega) \) and non-uniform constant communication delays. when \( \tau_1 = \tau_2 = \cdots = \tau_N = \tau \), protocol (2) solves the consensus problem if and only if the following linear discrete-time system with a constant delay \( \tau \) is asymptotically stable.
\[ \delta(t + 1) = H_{\delta}(t) + \delta(t - \tau) \]
\[ \delta(t + 1) = \sum_{i=1}^{N} H_{i,\delta}(t - \tau_i) \]

where \( H_{\delta} = - \sum_{i=0}^{r_i} (\mathcal{L}_{22} - 1_{\mathcal{L}_{12}})^{n+1} \otimes (B K f(A^{i-1})) \), and \( H \) is defined as Theorem 1.

**Proof:** when \( \tau_1 = \tau_2 = \cdots = \tau_N = \tau \), it follows from Lemma 1 that
\[ \begin{bmatrix} \Xi_1(\tau_1) \delta(t - \tau_1) \\ \Xi_2(\tau_2) \delta(t - \tau_2) \\ \vdots \\ \Xi_N(\tau_N) \delta(t - \tau_N) \end{bmatrix} = \begin{bmatrix} \Xi_1(\tau_1) \delta(t - \tau_1) \\ \Xi_2(\tau_2) \delta(t - \tau_2) \\ \vdots \\ \Xi_N(\tau_N) \delta(t - \tau_N) \end{bmatrix} \]
\[ = \begin{bmatrix} (I_n \otimes A) x(t) + \sum_{i=0}^{N} (I_n \otimes B) u(t) \end{bmatrix} \]
\[ = R \begin{bmatrix} (I_n \otimes A) x(t) + \sum_{i=0}^{N} (I_n \otimes B) u(t) \end{bmatrix} \]
\[ = R \begin{bmatrix} (I_n \otimes A) x(t) + \sum_{i=0}^{N} (I_n \otimes B) u(t) \end{bmatrix} \]
\[ = R \begin{bmatrix} (I_n \otimes A) x(t) + \sum_{i=0}^{N} (I_n \otimes B) u(t) \end{bmatrix} \]
\[
\begin{align*}
\tau &= \sum_{i=0}^{\tau} (R_i D^{s+i} R_i^T) (R_i R_i^T)^{-1} \otimes (BKf(A^{-y}))) \\
\tau &= \sum_{i=0}^{\tau} (D_{22} - 1_{N_0} D_{12})^{s+i} \otimes (BKf(A^{-y})))
\end{align*}
\]

Hence, system (7) can be reduced to system (8).

From Theorem 1, the result holds.

IV. SIMULATION

In this section, a numerical simulation is presented to demonstrate the applicability of the obtained theoretical results.

Example 1: Consider a NMAS with four agents with a directed topology \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \), where \( \mathcal{V} = \{1, 2, 3, 4\} \), \( \mathcal{E} = \{(1, 2), (1, 4), (2, 3), (3, 1), (4, 1)\} \) and corresponding adjacency elements are 1 (see Fig. 1). The dynamics of agent \( i (i = 1, \cdots, 4) \) is described by the following linear discrete time system.

\[
x_i(t+1) = \begin{bmatrix} 1.5 & -0.5 \\ 0.2 & 0.5 \end{bmatrix} x_i(t) + \begin{bmatrix} 0.5 \\ -1 \end{bmatrix} u_i(t)
\]

(9)

Fig. 1 Fixed topology among four agents

Assuming there exist communication delays \( \tau_0 \) vary randomly in a finite set \( \{1, 2, 3\} \). By using employing a cone complementary linearization algorithm and [14, Theorem 3], a feedback gain is obtained as \( K = \begin{bmatrix} -0.154, 7 & 0.331, 3 \end{bmatrix} \), which guarantee that switched system (7) with delays is asymptotically stable. Hence, from Theorem 1, the protocol (2) solves the consensus problem.

Set initial conditions of the system states to be \( \varphi_i(0) = 0, i = -3, -2, -1, i = 1, 2, 3, 4 \). \( \varphi_i(0) = [1 \ 0]^T \). \( \varphi_i(0) = [2 \ -1]^T \). \( \varphi_i(0) = [1 \ -1]^T \). The state trajectories of the closed-loop NMASs with communication delay are shown in Fig. 2. Solid lines represent the case of no communication delays, and dashed lines represent the case of communication delays. It illustrates that performance of NMASs with communication delays, based on networked predictive control method, is very close to that of systems without a network delay. The simulation result further validates that the NPCS can compensate for communication delays actively and improves the performance.

V. CONCLUSIONS

The consensus problem of linear discrete-time NMASs with a directed topology and diverse communication delays has been studied. To overcome possible negative effects of communication delays, the networked predictive control method is introduced to compensate for time delays actively. The predictions of states at current time, instead of available delayed states, are exploited to design the distributed consensus protocol. For NMASs with identical linear agents and bounded communication delays, the consensus problem of NMASs is transformed into asymptotical stability problem of linear discrete-time switched system with delays, and then necessary and sufficient conditions of the consensus have been provided. A numerical simulation has been provided to further validate the effectiveness of the proposed theoretical results.

In this paper, an approach has been provided to deal with bounded and diverse communication delays, based on the common upper bound function. However, the proposed predictive method increases the computation burden and is slightly conservative. So some issues will deserve further investigation in our future work, such as how to reduce the design conservatism, and the analysis of the time-varying topology and data dropout cases.

ACKNOWLEDGMENT

This work is supported by China Postdoctoral Science Foundation Funded Project under Grants 2015MS51463 and Natural Science Foundation of Heilongjiang under Grant F2016025.

REFERENCES


Design and Simulation of MEMS Wind Speed and Direction Sensor based on Solid State Heat Transfer and Double Coordinate Model

Lan Yunpiang, Feng Qiaohua, Shi Yunbo, Yu Yang

Abstract— In order to solve the problems of low conductivity, narrow range, and low accuracy, a novel MEMS wind speed and direction sensor based on solid state heat transfer and double coordinate model is reported in this paper. The sensor has the following prominent characteristics, using silicon as structure, using Ni-Cr alloy film as heater and using Al₂O₃ film as solid state medium heat conduction layer, eventually an eight array wind speed and direction sensor model based on solid media heat transfer and double coordinate model can be structured, which can improve the accuracy and range of the sensor. Furthermore, the rationality and feasibility of the design have been verified through simulation experiment in this paper.

Keywords— Solid state heat transfer, double coordinate model, wind speed and direction sensor, eight array sensing element

I. INTRODUCTION

Wind is a nature phenomenon due to the flow of air existing in everywhere of human life. Meanwhile, it is an important renewable energy and has great influence on agriculture and transportation. How to measure wind speed and direction accurately is the key problem of how to use it efficiently. So the study and development on wind speed and direction are very important subjects. Nowadays, wind speed and direction sensors are becoming more and more important in many applications on, such as aircrafts, meteorology, ocean, environment, industry, transportation and so on [1].

Various detection requirements on wind speed and direction result in various kinds of it. The cup shaped and propeller shaped wind gauge are two typical applications among mechanical wind speed meter, which have low cost, simple measuring method, better measuring results, but they also have many drawbacks including slower reaction rate, bigger volume, moving parts easy to wear, frequent maintenance, higher later using cost and so forth [2]. With the rapid development of laser and ultrasonic technology, wind meter based on the two technologies has become possible. However, the high price limits its wide applications to a great extent. Wind meter sensor based on MEMS process has got more and more widely applications for its smaller dimension, easy integration, mass production, high precision and hard to wear. What is worth to say, low heat transfer efficiency, narrow range, vulnerable to environmental interference and other shortcomings have existed in present report of wind speed and direction sensor. So the main problem is how to improve its sensitivity and accuracy [3].

In this paper, a wind speed and direction integrated sensor is designed based on MEMS technology. The heat can be transferred to the sensitive unit, through the Al₂O₃ solid medium heat conduction layer, which can increase the temperature of the sensing unit, expand the range of the sensor. Improve the accuracy of the sensor by a double coordinate calculation model.

II. MODEL DESIGN AND MANUFACTURING METHOD

Fig. 1 presents a schematic illustration of the proposed wind meter sensor. The device is consisted of eight parts, which are Si substrate, SiO₂ insulation layer, Ni-Cr alloy heating film, Al₂O₃ solid medium heat conduction layer, eight array sensitive cell, pad, connecting line and groove. Ni-Cr alloy heating film located in the middle of SiO₂ insulation layer and Al₂O₃ solid medium heat conduction layer.
III. DOUBLE COORDINATE MODEL AND SIMULATION

A. Building and Calculation of Double Coor-dinate Model

Eight sensitive elements are distributed on the surface of the sensor to improve the measuring accuracy as we can see from Fig. 3. Using the double coordinate model to calculate wind speed and direction was the first time. There are two kinds of common working methods of hot film wind speed and direction sensor, namely, constant power (CP) and constant temperature difference (CTD). For two dimensional thermal temperature difference type wind speed meter chip[4], the temperature gradient induced by fluid can be decomposed on the XOY coordinate as follows.

![Fig. 3 Vential view of sensor element](image)

$$\Delta T = s \cdot \Delta T_0 \cdot F(v)$$  \hspace{1cm} (1)

$\theta$ is the angle between the wind direction and the positive $X$ axis. According to the trigonometric function, temperature difference $\Delta T$ can be divided into horizontal difference $\Delta T_{x}$ and vertical difference $\Delta T_{y}$.

$$\Delta T_x = \Delta T \cdot \cos \theta = s \cdot \Delta T_0 \cdot F(v) \cdot \cos \theta$$

$$\Delta T_y = \Delta T \cdot \sin \theta = s \cdot \Delta T_0 \cdot F(v) \cdot \sin \theta$$ \hspace{1cm} (2)

Assuming that the value of the resistor is $R$ and the temperature coefficient of the sensitive is $\alpha$, according to Wheatstone Bridge, the output voltage can be calculated as

$$\Delta U_{out} = \frac{\Delta R_{res}}{R} U = \alpha \cdot \frac{\Delta T_{x}}{R} U$$
where \( \alpha \cdot s \cdot \Delta T_0 \cdot F(v) \cdot \cos \theta \)

\[
\Delta U_m = \frac{\Delta R_m U}{R} = \frac{\alpha \cdot \Delta T_0 U}{R} = \frac{\alpha \cdot s \cdot \Delta T_0 \cdot F(v) \cdot \cos \theta}{R}
\]  

From formulas (2) and (3), we can know that the wind velocity satisfying the following formula

\[
F(v) = \frac{\sqrt{\Delta T_{ov}^2 + \Delta T_{ow}^2}}{s \cdot \Delta T_0}
\]

Calculate the inverse function in formula (4) to get the wind speed \( v \)

\[
v = F^{-1}\left( \frac{R}{\alpha \cdot s \cdot \Delta T_0 \cdot U} \sqrt{\Delta D_{ov}^2 + \Delta D_{ow}^2} \right)
\]  

Refer to formulas (2) and (3), wind direction can be defined as

\[
\theta = \arctan \frac{\Delta T_{ow}}{\Delta T_{ov}} = \arctan \frac{\Delta U_{m ow}}{\Delta U_{m ov}}
\]

Similarly, the temperature gradient induced by the fluid decomposed by the \( XOY \) axis can be expressed as

\[
v' = F^{-1}\left( \frac{R}{\alpha \cdot s \cdot \Delta T_0 \cdot U} \sqrt{\Delta D_{ov}^2 + \Delta D_{ow}^2} \right)
\]

\[
\theta' = \arctan \frac{\Delta T_{ow}'}{\Delta T_{ov}'} = \arctan \frac{\Delta U_{m ow}'}{\Delta U_{m ov}'}
\]

Through formulas (5) and (7), the final wind speed can be obtained as

\[
W = \frac{v + v'}{2}
\]

\[
= \frac{1}{2} F^{-1}\left( \frac{R}{\alpha \cdot s \cdot \Delta T_0 \cdot U} \sqrt{\Delta D_{ov}^2 + \Delta D_{ow}^2} + \frac{R}{\alpha \cdot s \cdot \Delta T_0 \cdot U} \sqrt{\Delta D_{ov}^2 + \Delta D_{ow}^2} \right)
\]

Through formulas (6) and (8), the final wind direction can be obtained as

\[
W_d = \frac{\theta + \theta'}{2}
\]

\[
= \frac{1}{2} \arctan \frac{\Delta U_{m ov}}{\Delta U_{m ow}} + \frac{1}{2} \left( \arctan \frac{\Delta U_{m ow}'}{\Delta U_{m ov}'} - 45^\circ \right)
\]

Through the double coordinate model, we can achieve two measurements of the same wind speed and direction, and two calculations, so as to improve the accuracy of the measurement.

B. Simulation

In order to save time, reduce the cost of sensor manufacturing, shorten the period of sensor development, optimize the performance of the device, the simulation of the sensor is essential. The simulation is a multi-domain coupling simulation, which involves thermal simulation domain, fluid simulation domain, and electric energy simulation domain. Using the constant power mode, the simulation of the multi-coupling field can be simplified to the temperature simulation in the fluid-solid coupling field (FSI) by calculating the value of the heating resistors and the voltage at both ends.

The prominent advantage of thermal type anemometer is that it can measure the wind direction and has greater sensitivity in smaller wind speed. The disadvantage is that \( \Delta T \) will be saturated when the wind speed is large, because the upstream temperature cannot be lower than the environment temperature and the downstream temperature can not be higher than heating temperature, so there will be range saturation in the wind speed measurement [6]. Using the simplified model for simulation, the hierarchical structures are shown in Fig. 4 (a) and Fig. 4 (b). Fig. 4 (a) exhibits the model with \( \text{Al}_2\text{O}_3 \) solid heat conducting medium layer. Fig. 4 (b) exhibits the model without \( \text{Al}_2\text{O}_3 \) solid heat conducting medium layer, and the Ni-Cr alloy heating film and eight array elements are in the same plane.

![Fig. 4 Simplified hierarchical structure model](image)

(a) hierarchical structure with \( \text{Al}_2\text{O}_3 \) heat conduction layer;

(b) hierarchical structure without \( \text{Al}_2\text{O}_3 \) heat conduction layer

Applied the same heat generation rate on the heating body of the same volume and the temperature distribution field is shown in Fig. 5. As we can see from the figures, the temperature of the sensitive element in Fig. 5 (a) was significantly higher than that in Fig. 5 (b). Heat transferred to sensitive unit is more by \( \text{Al}_2\text{O}_3 \) solid heat conducting medium layer. Therefore, there is a higher static temperature (i.e., no wind blowing through the sensor unit), or to achieve the same temperature with low power consumption. Therefore, the method of heat conduction of the solid medium can not only improve the range of the sensor, but also can im-
prove its sensitivity.

To achieve the temperature distribution field of the design model, we applied $4.9 \times 10^{12}$ W/m$^3$ heat generation rate on the Ni-Cr alloy film. Fig. 6 shows the simulation results when the wind speed is 4 m/s and the wind direction with the positive direction of X-axis is zero. Fig. 6 (a) is the whole temperature distribution field and Fig. 6 (b) is the refinement enlarge the Al$_2$O$_3$ insulating layer temperature distribution field. The upstream temperature distribution was significantly lower than that of the downstream temperature, that means, the model has better perception to the wind speed.

Fig. 7 (a) exhibits the whole temperature distribution curve when the wind speed is 0 m/s, 2 m/s, 4 m/s and 6 m/s. Fig. 7 (b) is the amplifier of Fig. 7 (a) at certain section, what can be seen clearly in Fig. 7 (b) is the temperature gradually decreased as the increase of the wind speed, and the value of the sensitive cell $\Delta T$ can be affected by the distance from the sensor to the center. In later works, we can expend the simulation range to determine the optimal distance from sensitive element to center in measurement range[7] [8].
IV. CONCLUSIONS

In summary, using the double coordinate model calculation method can improve the sensor accuracy, using Al₂O₃ solid heat conducting medium layer to transfer heat can obtain the higher temperature distribution field, improving the sensitivity and range of the sensor. The methods presented in the paper provide theoretical basis and simulation verification for improving the accuracy and the range of the sensor, and lay the theoretical basis for the manufacture, widen the application field and application prospect of the wind speed and direction sensor.
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Abstract—We can construct bipartite graphs of scientist, researcher's publication list. When we build bipartite graphs, we will describe collaboration models for some interesting applications can be used to solve problems such as finding particular researcher, it's collaboration, some statistics and relevant operations such as add paper, classification, integration of research areas. To solve the wide variety of problems that can be studied using graphs, we will introduce several graph algorithms using formal methods.

Keywords—algorithms, software, graphs, formal method

I. INTRODUCTION

Graphs are discrete structures consisting of vertices and edges that connect these vertices. Graphs are used as models in a variety of area. For instance, graphs are used to represent who influences whom in an organization, acquaintance ships between people in social networks such as Facebook, Youtube, LinkedIn, telephone calls between telephone numbers, road networks in transportation, collaboration. In such models, vertices represent person and edges present their connections. For scientist and researcher's publication list, vertex set can be divided into two disjoint subsets to present authors and their research papers.

II. PUBLICATION BIPARTITE GRAPHS

We consider following publication list. Scientist, researcher's publication list generally can be with following structure, as shown in Table I.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Paper</th>
<th>Other info</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khuder A,</td>
<td>N-gram analysis of a Mongolian Text</td>
<td>2011,</td>
</tr>
<tr>
<td>Ganbat Ts</td>
<td></td>
<td>MUST</td>
</tr>
<tr>
<td>Dolgorsuren B,</td>
<td>Development of Computer law syllabus</td>
<td>2011,</td>
</tr>
<tr>
<td>Ganbat Ts</td>
<td></td>
<td>ШУТІС</td>
</tr>
</tbody>
</table>

We can denote above publication list by $G(A,P,N)$ bipartite graphs where $A$ set is consist of six authors $A = \{a_1, a_2, a_3, a_4, a_5, a_6\}$, $P$ set is consist of eight papers $P = \{p_1, p_2, p_3, p_4, p_5, p_6, p_7, p_8\}$ and $N$ set is their connections $N = \{(a_1, p_1), (a_1, p_2), (a_1, p_3), (a_1, p_4), (a_1, p_5), (a_1, p_6), (a_1, p_7), (a_1, p_8), (a_2, p_1), (a_2, p_7), (a_3, p_2), (a_3, p_6), (a_3, p_8), (a_4, p_3), (a_5, p_3), (a_6, p_4), (a_6, p_5)\}$ where $A \cap P = \emptyset$. 
Each author and paper are represented by vertex and connection is represented by an edge, as shown in Fig. 1.

There are many useful ways to represent graphs. Here we represented $G = (A, P, N)$ graph using adjacency matrices

$$m(i, j) = \begin{cases} 1, & (a, p) \text{ is edge of } G \\ 0, & \text{none} \end{cases}$$

$$M = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 & 0 \end{bmatrix}$$

We can easily obtain some interested information from $M$ matrix such as calculate total paper's number for particular author, author's number for particular paper, total collaborated author's number for particular author, find a paper title with maximum collaborated authors, author name with maximum collaborated authors, who has maximum papers.

Following we represented author's collaboration graph and its matrix, as shown in Fig. 2 and Fig. 3.

![Collaboration graph for author1](image)

![Researcher's statistics](image)
For \( M \) matrix, given row's values sum is author's total paper's number, sum of column is collaborated author's total number. All row number is author's total number, all column number is paper's total number.

\[
C = \begin{bmatrix}
0 & 2 & 3 & 1 & 1 & 2 \\
2 & 0 & 0 & 0 & 1 & 0 \\
3 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 3 & 0 \\
1 & 1 & 0 & 3 & 0 & 0 \\
2 & 2 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

adjacency matrix for author 1

III. ALGORITHM DESIGN

We can develop algorithms to check publication list whether it is publication list or not, whether paper is registered into publication list, add paper to publication list, remove paper from publication list. Here we defined one algorithm to add paper to publication list using formal method

\[
\begin{align*}
\text{Type} & : A,P,N \\
\text{value} & : A \times P \times G \\
\text{add} & : A \times P \times G \rightarrow G \\
\text{add}(a,p,g) = & \\
\text{mk}_G(\{a\} \cup g, A, \{p\} \cup g, p, a, p \cup g, N) \\
\text{pre} & : (\text{not} \ a \in A \ \text{and} \ (\text{not} \ p \in P)
\end{align*}
\]

IV. CONCLUSIONS

① We illustrated publication list by set, graphs, matrixes. At result, we developed some algorithms to obtain interested statistics.

② As the list, we defined collaboration graphs between researchers.

③ We defined some relevant operations on the list and collaboration graphs. And we developed some algorithms.

④ Using RSL, we defined formal specification of publication list and collaboration graphs.
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Abstract — Today, more and more often it is necessary to
upgrade equipment, carrying out measurement and control of
production parameters in production. This need arises
from the need to increase the volume of production, automa-
tion of the measurement process, grading, design of reporting
protocols. Thus arises the need for automated measurement of
parameters of the complex, which controls by the com-
puter, performing processing of measurement results already
in digital form, as well as manage the process of grading the
finished product.

Keywords — Instrument making, upgrade equipment, auto-
ated measurement, modules power supplies, information-
measuring systems

I. INTRODUCTION

Today, more and more often it is necessary to upgrade
equipment, carrying out measurement and control of pro-
duction parameters in production. This need arises from
the need to increase the volume of production, automa-
tion of the measurement process, grading, design of re-
porting protocols. Existing systems are fully analog and
require significant operator involvement in the process of
measurement. Thus arises the need for automated measure-
ment of parameters of the complex, which controls by the
computer, performing processing of measurement re-
results already in digital form, as well as manage the
process of grading the finished product. With regard to
the power-noise generators ( devices/crystals ) 2G-401
A-V ( vary the noise power spectral density and spectral
width ) , where control parameters are: a constant voltage
in the reverse current of 100 mA, the difference is in
constant tension with the reverse currents of 100 mA
and 1 mA, DC voltage at a forward current of 10 mA
and spectral characteristics ( noise spectral density [1] ,
boarded frequency ).

Measurements should be made in 3 variants: on crys-
tals ( using a probe ) in the cassette 36 ap paratus ( ther-
amal chambers ) , on grding finished devices, which
requires contacting the respective control devices. The
complex has been implemented on the modules pro-
duced by " L Card " [2] For the measurement of the
modules have been selected LTR210 ( two channels of
ADC with a sampling frequency of 10 MHz each, beyond
the measurements ± 10 V ), thus, the highest measured
signal frequency 4.5 MHz. So the contact devices TTL
implemented logic (5 B ) for the control channel modules
LTR43 were selected ( up to 32 I / O signals TTL ).

Optional modules power supplies have been designed
and manufactured to set the mode power devices / crys-
tals. Due to the fact that there are two modules LTR210
full measurement channels and measurements are made
in the cartridge 36 to devices, it has been realized 4 par-
allel measuring channels for modules 2 LTR210. It helps
speed up the measurement process in the cassette (9
measurement cycles instead of 36 ). For switching de-
vice in the cassette and the measuring current source
input module has been implemented multichannel ana-
log switch that connects one of 9 to the output devices.

Block diagram of the three uses of the complex are
shown in Fig. 1 and Fig. 2.

Fig. 1 Flowchart complex crystals as measured with a probe
Implementation of the software is executed in an environment LabView, modules "A Card" is delivered in a set with the libraries for programming in LabView, C++, etc.

II. CONCLUSIONS

The result was a universal set that can be used in any of the above. Successfully conducted production tests, which showed that the complex complies with the technical.
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Abstract — Education is one of the fastest-growing economic and social sectors in the world, and the use of new technologies is an integral and driving component of that growth. The problems of creating an electronic tutorial for the discipline "Motor Vehicle", developed by the Department of Transportation. Presented the scientific and methodical approach to creating a poster based on the general principles of development of multimedia training materials and considers specific discipline.
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I. INTRODUCTION

Multimedia instruction is one of the current examples of a new area of instructional research and practice that has generated a considerable amount of excitement. Like other new areas, its early advocates begin with a set of assumptions about the learning and access problems it will solve and the opportunities it affords [1].

So, many different definitions of multimedia have been offered [2]. "Multimedia" usually refers to the capacity of computers to provide real-time representations of nearly all existing media and sensory modes of instruction. Sensory modes are distinguished from media because they relate to the sensory format of information so that it is compatible with one of the five senses. Visual and aural forms of information can be provided by a variety of media whereas taste, smell, and texture representations in media are very limited.

A study subject "Motor Vehicle" is compulsory for students of three professions. Students from the profession "Management for Transportation" consider that the subject is the hardest. Discipline "Motor Vehicle" gives students a basic understanding of the relationship of systems and mechanisms and the study of unit and operating principle of the vehicle components and assemblies.

Currently, there is a tendency for the development and wide application of multimedia teaching aids in teaching various technical disciplines. Multimedia technology represents an opportunity to create educational materials that contain images, text, accompanied by sound, video, animation and other visual effects.

II. PURPOSE AND PROBLEM STATEMENT

On the urgent need for the use of multimedia educational materials for studying technical subjects seen in a number of facts that in recent years increasingly observed in the learning process.

First, the students, most of which have very advanced skills in using computer technology, readily accept submissions in electronic form. Secondly, there is a disturbing trend: students—experienced computer users—found it as they think the easiest way to "assimilation" of the course—search the web material on the program of discipline, which are not always of good quality, methodologically aligned, and sometimes openly illiterate.

That is why the goal is to create an electronic material, obviously, will be demanded of students, they have to offer professionals.

Distinguish two main tasks of multimedia tools used in the learning process: improving students' independent work and improving the classroom teacher of students, primarily through the most intuitive visualization of lecture materials.

The last factor is extremely relevant to the discipline of "Motor Vehicle", which is associated with specific features of this course. During the lecture the teacher often spends much time on explaining the rather complicated for the perception of the material. This applies, for example, sections of the "principle of transmission" "steering" as well as sections, which are accompanied by an analysis of electrical circuits. There is a need to replace the unproductive part of the teacher with the board to represent the visual materials in the computer as follows; in the form of "live" illustrations, animation, video images. This saves time and enhances the teacher's positive reaction of students at the stated material.

III. PRINCIPLES FOR THE DEVELOPMENT OF ELECTRONIC LEARNING MATERIALS

The most important principle on which to base the development of electronic teaching materials,—the princi-
ple of interaction—is the effective joint work of the two main actors in this process: a practitioner—the teacher disciplines and the developer—a specialist in multimedia technologies.

The problem is that the teacher, not a computer specialist, does not know how to implement existing ideas in his presentation. This is the key role of specialist media or developer. This specialist has the necessary skills to use software tools to implement those ideas that have defined the teacher to visualize the material.

The developer has methodological experience of forming a multimedia educational material, operates ways of presenting information, visual or acoustic, and uses different channels for information. Integration of all these mediums into a single product of complex structure and the task of the developer. Thus, selection of objects visualization and creative work to create a picture of the project a task the teacher-practitioner. The task of the developer to implement this project available to it software tools with the above rules. Becomes clear that the effective interaction of the teacher and the developer, their combined creativity are key to generating high-quality multimedia materials [5] and [6].

IV. THE STRUCTURE OF THE ELECTRONIC TUTORIAL

The main components of electronic textbooks are structured lecture materials, multimedia presentation materials, exercises and tests for knowledge control, virtual labs.

Multimedia presentations of lecture material with application of visualization tools are most appropriate for studying objects and processes of the following nature:

1. Objects, processes and phenomena that are inaccessible to direct observation;
2. Processes and phenomena occurring in the movement and development;
3. Very slow or very rapid processes and phenomena.

For the maintenance of discipline "Motor Vehicle" is characterized by all kinds of these objects and phenomena. For example; the electrochemical processes in the battery, automatic transmission, electrical equipments of automobile that are extremely difficult to understand for students. The study of such objects requires the development of video or animation of options. See Fig. 1.

Visual range, designed for the module is logically divided into separate slides, the sequence of which, according to the principle of integrity, coincides with the order of presentation during the lecture. Teacher can use such presentation materials for a visual accompaniment lecture. In addition, these materials can be used by students and for independent work, as presented on the slides concepts and definitions contain references to the relevant text fragments.

Text of reference for monitoring students' knowledge formed for self-knowledge as a student and teacher to assess the assimilation of the section as a form of analysis of current performance.

Technology is required to produce and deliver e-learning. Different tools can be used to produce content, depending on which file format will be used and the nature of the desired final product.

Microsoft PowerPoint or even Microsoft Word can be sufficient to create simple learning resources like a pres-
entation or a tutorial. However, more sophisticated tools are required if you want to create interactive content.

Courseware authoring tools are special-purpose tools that create interactive content. They add text, graphics and other media, but also provide a framework to organize pages and lessons for reliable navigation. While most of these tools are stand-alone package that incorporate assessment and quiz capabilities, some integrate those functions from other programs.

To create media components, authoring tools need auxiliary software (e.g., Adobe Photoshop for bitmap graphics, Adobe Illustrator for vector images or Adobe Flash for animations) and other tools for video and sound creation and compression [3].

Generally, programming tools (particularly those that are sophisticated and complex) require professional expertise and considerable development time, while authoring tools can be used by people without programming skills. The main advantage of authoring tools is that they are easier and faster to use, and they therefore shorten development time [4].

Many authoring tools were simple PowerPoint “addons”, able to convert a set of slides directly from PowerPoint. For example, iSprint Presenter or Articulate transform standard PowerPoint presentations into Flash.

Pressing on Preview > Preview slides or Publish, a PPT presentation is automatically converted into Flash. See Fig. 2.

As authoring tools evolved, they integrated many other useful features and new easy-to-use templates to accommodate rich media interactions, quiz makers, video converter, etc. for more engaging and complete learning experiences.

Authoring tools can be grouped under three main categories according to the architecture they use for authoring:

1. Template-based tools;
2. Timeline-based tools;
3. Object-based tools.

Timeline-based tools, such as Adobe Flash, are widely used to create animations and robust interactive applications with their own scripting languages and timeline that organizes and controls content over time.

Currently, our young teachers who hold to use different programs for, namely Macromedia Flash animation and develop animated posters and uses in her/his classes. See Fig. 3.

V. CONCLUSIONS

Interactive e-lessons are created by the development team. A number of authoring tools exist for producing courseware. Authoring tools are specifically designed for producing e-learning content without needing programming skills. Compared with template-based tools, object-
based tools offer more flexibility for content developers but require more development time.

To date, the developed parts of electronic lesson in several sections of discipline "Motor Vehicle". The testing of these electronic modules in the student groups showed the effectiveness of their use to improve student learning of educational material.
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Abstract—This paper proposed a robust linear quadratic regulation (LQR) controller based on a discrete-time estimation. The controller is designed for nano-positioning of piezoelectric actuators (PEAs). PEAs have been widely used in precision positioning systems because of the advantages of its in? nitely small displacement resolution. Due to its nonlinear effects, mainly hysteresis, can drastically degrade the positioning and tracking control accuracy. Therefore, it is desirable to develop advanced controllers to compensate hysteresis effect for improving the trajectory tracking performance. This controller consists of three parts which are a nominal feedforward control input, a LQR control input and a control input based on system uncertainties compensation. Further, as the only measurable information is the position, a high-gain observer is adopted to estimate the states. The robust stability of the designed controller is proved through a Lyapunov stability analysis. According to simulation results, the proposed controller is effective for both positioning and tracking applications. Moreover, it can provide a high resolution of the system, which is less than 1 nm and robustness of external disturbances.

Keywords—Piezoelectric actuators (PEAs), discrete linear quadratic regulation (LQR) control, hysteresis, nonlinear system.

I. INTRODUCTION

Piezoelectric actuators and PEA-driven positioning systems have been widely employed in diverse applications of microand nanopositioning such as atomic force microscopes [1], [2], adaptive optics [3], micromanipulators [4], and data storage [5] due to their high displacement resolution and large actuating force. Recently, more applications of PEAs come out in biomedical engineering. A 2-D imaging spectrometer is developed, which provides 2-D multispectral mappings for biomedical detection, diagnosis of intractable diseases and imaging technology. This spectrometer employs multiple Piezoelectric actuators to provide spectral tuning of the desired optical signal transmittance by selecting the gap spacing of a tuneable optical filter. For this application, the requirements on the positioning of PEAs are extremely high, i.e. in nanometer level. Furthermore, owing to the noise of the sensor that is used for PEAs position measurement, it is desirable to obtain a high resolution of PEAs.

Nevertheless, the main challenge of using piezoeactuated systems arises from the nonlinearities attributed to hysteresis and creep when the PEAs are driven by a voltage amplifier. In the inverse-based feedforward compensation control, hysteresis is compensated using an inverse of the hysteresis model. In all positioning control applications, the hysteresis and creep effects of PEAs still have shown to be able to significantly degrade the system performance and even system stability, although some feedback control methods have been applied [6]. Hysteresis is the nonlinear dependence of a system not only on its current input but also on its past input. Under an open-loop voltage-drive approach, the hysteresis can induce a positioning error as high as 10% ~ 15% of the PEAs travel range. Fig. 1 shows a simulation observed hysteresis of the PEA model used in this research. Alternatively, hysteresis can be significantly suppressed by operating the PEAs using a charge amplifier [6] to [9]. Nonetheless, because of its complex implementation and high cost [10] the charge amplifier has not been widely adopted. Creep is the slow variation in the PEA displacement that occurs without any accompanying change in the input voltage [11]. It is caused by the same piezoelectric material properties as PEA hysteresis. Being a slow and a small effect which is on the order of 1% of the last displacement per time decade, creep sometimes can be mitigated in closed loop and high frequency operations [12], [13]. However, when the PEAs are applied in slow or static applications, creep must be considered to avoid large positioning error [14]. Therefore, the development of advanced controllers in order to suppress the effect of hysteresis in PEAs has drawn more attention.

Various control strategies have been reported for positioning and tracking control of PEAs, of which three types of control approaches are typically used in the control of PEAs. First one is open-loop control schemes which are usually employed in applications in which position feedback are difficult to implement due to mechanical constraints, e.g. atomic force microscopes [1], [2], [15]. In such control schemes, inverse model of the PEA to be controlled is found and then cascaded to the PEA. However, the major disadvantage of the open-loop control schemes is that their positioning per-
performances are highly sensitive to unknown effects such as model errors, external disturbances, and changes in the dynamics of the PEA. Considering that hysteresis modeling is a sophisticated procedure, feedback control techniques without taking hysteresis into account have been developed as the second type of control strategies, such as PID (proportional-integral-derivative) control that is widely used because of its simplicity and capability of eliminating steady state errors [16], robust control which tries to find the control law via optimizing an objective function that incorporates the robustness objective [17] to [21], sliding mode control which can completely reject the effects of model imperfection and system uncertainties resulting in strong robustness [22] to [24], repetitive control [25] and other control methods [26] to [30]. The last one is feedback with feedforward control method. Feedforward is sometimes used to augment feedback controllers for nonlinearity compensation. However, a precise inverse model of the PEA is necessary in this control scheme, which is sometimes difficult to be obtained.

In the literature, it has been known that optimal control is applied as an approach to attain the expected system dynamic and steady-state performances. However, it is essential to design an accurate model of the controlled plant for such controllers. Currently, the simplified model of the piezoelectric actuator which is considered as a second-order system only roughly approximate the reality in spite of the hysteresis effect. Douglas proposed a type of robust optimal controller [31], which improved the LQR control technique performances to parametric uncertainties but limited robustness against unstructured uncertainties. An optimal LQR method was discussed by Shieh and Chiu [32] for a piezoelectric micropositioner control. This optimal controller developed based on the error state-space dynamic model but without considering the system uncertainties compensation. In [33], a LQR controller is employed for piezoelectric actuated nanopositioner. This control strategy consists of solving the feedback gain so as to minimize the objective function. However, it does not include the part used to compensate the system nonlinearities and disturbances, which is not able to be robust to the system. In this paper, a robust LQR controller which consists of a nominal feedforward control input, a LQR control input and a compensator for system uncertainties is proposed. Moreover, a high gain observer is applied to estimate the system’s full states. For the Robust LQR controller design, the PEA system is considered as a second-order system, and the hysteresis loop is modeled included as a nonlinear system for accurate simulation. The stability of the designed controller is proved by using Lyapunov stability theory, and the positioning and tracking performances of the resulting control system illustrate that the proposed controller can provide both high displacement resolution and precise tracking performance.

This paper is organized as follows. In Section 2, the problem formulation is presented. In Section 3, the proposed robust LQR controller is designed and its stability is proved through a Lyapunov stability analysis. A high gain observer is designed and simulations demonstration of the proposed controller is shown in Section 4. Section 5 concludes this paper.

II. PROBLEM STATEMENT

A class of single input nonlinear systems with dynamic processes can be defined as

\[
x^{(n)} + F(x) + \Delta F(x) = \left[ b(x) + \Delta b(x) \right] u(t) + p(t)
\]

where \( x^{(n)} = [x, \dot{x}, \ldots, x^{(n-1)}]^T \) is the state vector, \( u(t) \) is the control input, \( f(X, t) \) and \( b(X, t) \) are in general nonlinear and possibly time-varying, and \( p(t) \) denotes the disturbances of the system. The superscript \( n \) on \( x(t) \) signifies the order of differentiation.

All the uncertainties are bounded and can be combined together as

\[
P(t) = \Delta F + \Delta b u(t) + f(t) = x^{(n)} - F - b u(t)
\]
The discrete-time estimation of the uncertainties \( P(t) \) is approximated as
\[
\hat{P}(t) = \frac{1}{\tau} - F - bu(t - T)
\]
where \( \hat{P}(t) \) represents a calculated state since the measurement of higher order states of the system (e.g., velocity) cannot always be realized, \( T \) is the sampling time interval, and \( u(t - T) \) denotes the control input in the previous time-step.

In practice, the sampling frequency is selected high enough to ensure that \( u(t) \approx u(t - T) \).

According to [34], the state discretization is computed based on a backward difference equation
\[
\frac{x^{(n)}(t) - x^{(n-1)}(t)}{\tau} = -x^{(n-1)}(t) - x^{(n-1)}(t - T)
\]
(4)

Traditionally, consider the piezoelectric actuator as a second-order system, which can be written as
\[
\ddot{x}(t) + 2\xi \omega_n \dot{x}(t) + \omega_n^2 x(t) = \kappa F(t) + f(t)
\]
(5)
where \( x(t) \) and \( \dot{x}(t) \) are the state system variables, \( \xi \), \( \omega_n \), and \( \kappa \) are the damping ratio, the natural frequency, and the gain of the second-order system respectively. \( f(t) \) represents the bounded external disturbances of the system.

In order to take the uncertainties of the system into account, the system dynamics can be rewritten as
\[
\ddot{x} = -2\xi \omega_n \dot{x} - (\omega_n^2) x + k^2 (\omega_n^2) u + f_d
\]
(6)
where the superscript \( N \) denotes the nominal value of the parameter, \( \xi \omega_n \), and \( k \) take the forms
\[
\xi \omega_n = \xi \omega_n - \Delta \xi \omega_n
\]
(7)
\[
(\omega_n^2)^2 = \omega_n^2 - \Delta \omega_n^2
\]
(8)
\[
k^2(\omega_n^2)^2 = k^2(\omega_n^2)^2 - \Delta k \omega_n^2
\]
(9)
where \( \Delta \xi \omega_n, \Delta \omega_n, \) and \( \Delta k \omega_n \) are the parametric uncertainties, and \( f_d = -2\xi \omega_n \dot{x} - \Delta \omega_n x + \Delta k \omega_n u + f \) denotes the equivalent disturbances, which contains all the uncertainties, such as unknown constant parameters, nonlinear terms, and bounded external disturbances.

Based on the discrete-time system uncertainties' estimation method above, given the PEA model 6, the estimation of system uncertainties \( \hat{f}_d \) can be given by
\[
\hat{f}_d(t) = \hat{x}(t) + 2\xi \omega_n \dot{x} \dot{F}(t) + (\omega_n^2)^2 x(t) - k^2 (\omega_n^2)^2 u(t - T)
\]
(10)
Then the discrete-time dynamics system becomes
\[
\ddot{x}(t) + 2\xi \omega_n \dot{x}(t) + (\omega_n^2)^2 x(t) = k^2 (\omega_n^2)^2 u(t - T) + \hat{f}_d(t) + \hat{f}_d(t)
\]
(11)
where \( \hat{f}_d(t) \) is an estimation error of real uncertainties.

Assumption 1: The lumped system equivalent disturbances \( f_d \) is bounded by \( |f_d| \leq D \). \( D \) is a given positive constant.

Our goal is to design a robust optimal controller to achieve following of the prescribed reference signals, denoted by \( x_d \).

### III. Controller Design

In this section, a systematic design procedure for a robust LQR controller is shown in three steps.

Firstly define an error system \( E(t) \) as
\[
\dot{E}(t) = [e_1(t) e_2(t) e_3(t)]
\]
(12)
where \( e_1 = x - x, e_2 = e_1, \) and \( e_3 = \int_0^t e_1 dt \) is introduced in order to design a static feedback controller to improve steady-state performances for the nominal closed-loop system. Then, the error system can be described in a state-space form as
\[
\dot{E}(t) = AE(t) + B [ -k^2 (\omega_n^2)^2 u(t) + \dot{x}_d(t) + 2\xi \omega_n \dot{x}_d(t) + (\omega_n^2)^2 x_d(t) - f_d(t) ]
\]
(13)
where
\[
A = \begin{bmatrix}
0 & 1 & 0 \\
- (\omega_n^2)^2 & -2\xi \omega_n & 0
\end{bmatrix},
B = \begin{bmatrix}
0 \\
1
\end{bmatrix}
\]
(14)
The controller is constructed by three parts; a nominal feedforward controller, a nominal LQR controller, and a compensator which is applied to compensate all the system uncertainties. Thus, the control input \( u(t) \) has the following form:
\[
u(t) = u^{FF}(t) + u^{LQR}(t) + u^{CL}(t)
\]
(15)
where \( u^{FF} \) is a nominal feedforward control input based on a discrete-time estimation, \( u^{LQR} \) is a control input designed by LQR method, and \( u^{CL} \) is a control input based on system uncertainties compensation for the discrete-time estimation error.

The nominal feedforward controller is given by
\[
u^{FF}(t) = \frac{1}{k^2 (\omega_n^2)^2} \xi (x_d(t) + 2\xi \omega_n \dot{x}_d(t) + (\omega_n^2)^2 x_d(t) - f_d(t))
\]
(16)
This control input is employed to obtain a nominal linear error system in order to design the LQR controller and robust controller. Now the error system can be described as
\[
\dot{E}(t) = AE(t) + B [ -k^2 (\omega_n^2)^2 u^{LQR}(t) + u^{CL}(t) ]
\]
(17)
Then the nominal LQR control input \( u^{LQR} \) is designed for the following nominal error system
\[
\dot{E}(t) = AE(t) + B [ -k^2 (\omega_n^2)^2 u^{LQR}(t) ]
\]
(18)
Consider the cost functions of the forms
\[
J = \int_0^T [E(t) Q E(t) + r ( -k^2 (\omega_n^2)^2 u^{LQR}(t) )^2 ] dt
\]
(19)
where \( Q \) is a symmetric and positive definite matrix and \( r \) is a positive constant. The LQR controller is given by
\[
u^{LQR}(t) = \frac{1}{K^2 (\omega_n^2)^2} KE(t)
\]
(20)
where the state-feedback gain \( K \) can be given as
\[
K = r^{-1} B^T P
\]
where $P$ is the positive definite solution of the associated Riccati equation
\[ A^TP + PA - r^{-1}PBB^TP + Q = 0 \quad (22) \]

The compensator is designed to produce a compensating signal to restrain the influences of the equivalent uncertainties $f_j(t)$ in Eq. (13). The compensator is constructed with a signum function as follows

\[ u^{(i)} = \frac{1}{k^i(\omega_n)^2}\lambda \text{sgn}(E^TPB) \quad (23) \]

where $\lambda$ is a given constant that is $\lambda > D > 0$.

Theorem 1: For a single-input second-order nonlinear system given by Eq. (5) with the proposed error system defined in Eq. (12) both the system stability and tracking convergence are guaranteed if the control law is given by Eq. (15).

Proof: To have a concise manner of representation, in the rest of this paper the time variable $t$ will be omitted. Considering the positive definite Lyapunov function
\[ V = E^TPE \quad (24) \]

By differentiating $V$ with respect to time and substituting Eqs. (21) and (22) into it, one has
\[
\dot{V} = E^TP[AE + B(-k^i(\omega_n)^2(u^{(i)} + u^{(i)}) - \tilde{f}_d)] + \frac{\beta}{k^i(\omega_n)^2}(u^{(i)} + u^{(i)}) - \tilde{f}_d + E^TPAE + 2E^TPB[u^{(i)} + u^{(i)} - \tilde{f}_d + E^TPBE - 2k^i(\omega_n)^2 E^TPBE] - 2E^TPBf_d - 2k^i(\omega_n)^2 E^TPBE - 2k^i(\omega_n)^2 E^TPBE - 2E^TPB\text{sgn}(E^TPB) - 2E^TPBf_d < 0 \quad (25) \]

This shows that the controller satisfies the condition to enable the system stable in finite time. According to the definition of Eq. (12), if $e \to 0$ and $\dot{e}F \to 0$, then $x \to x_d$ and $\dot{x} \to \dot{x}_d$ as $t \to \infty$. Therefore, the control law ensures both the stability of the system and the convergence of the motion tracking.

IV. SIMULATION RESULTS

In this section, the proposed Robust LQR controller is validated through simulations with a sample rate of 10 kHz. The results are shown and discussed in this section.

A. Controller Implementation Issues

Insight into Eq. (15) to Eq. (23) reveals that both full-state feedback and the full-state trajectory are required to implement the proposed controller. Although the full-state trajectory can be generated by differentiating the desired position trajectory in advance, the velocity feedback must be estimated since only the position can be measured by the available capacitive sensor.

The full state can be estimated by resorting to the measured position using a backward difference equation. However, due to the limitations of the accuracy and quantization noise, the achievable bandwidth of the feedback controller is restricted as a result. Alternatively, a closed-loop high-gain observer can be employed without the above limitations. Therefore, a one-input two-output high-gain observer is developed to estimate the full state as follows
\[
\dot{X} = AX + Bx \\
Y = CX \quad (26) \]

with
\[
A = \begin{bmatrix} -\beta_1/\tau & 1 \\ -\beta_2/\tau^2 & 0 \end{bmatrix}, B = \begin{bmatrix} -\beta_1/\tau \\ -\beta_2/\tau^2 \end{bmatrix}, C = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \quad (27) \]

where the input to the observer is the measured position $x$, and the output of the observer is the full-state feedback, i.e., $y = [\dot{x}, \ddot{x}]^T$. The bandwidth of the observer is determined by the design of the gains $\beta_1$ and $\beta_2$, and the accuracy of the estimated state relies on the design parameter $\tau$, as $\tau$ approaches zero, the estimation becomes exact.

Thus, the controller consists of the above proposed three control inputs and the high-gain observer. The inputs of this controller are the desired position trajectory and measured position, while the output is the voltage that will be applied to PZT actuator. Specifically, once the desired position trajectory $x_d$ is given, the velocity and acceleration trajectories ($\dot{x}_d$, $\ddot{x}_d$) can be obtained.

B. PEA Model

For the purpose of simulation, one applies a Bouc-Wen model for hysteresis model in this paper. In view of the fact that the hysteresis is the main nonlinearity that can be regarded as the uncertainty of the PEA system, the hysteresis is modeled integrated into the second-order PEA model for accurate simulation. The Bouc-Wen model has already been verified that the Bouc-Wen model is applicable to describe the hysteresis loop of PEAs. Thus, the piezoelectric actuator model with nonlinear hysteresis for simulation can be written as
\[
\ddot{x} + 2\zeta\omega_n \dot{x} + (\omega_n)^2 x = (\omega_n)^2(k^3 u - h) \quad (28) \]

where $h$ is the nonlinear hysteresis that represents the hysteric loop in terms of displacement whose magnitude and shape are determined by parameters $\alpha, \beta, \gamma, \delta$ is the piezoelectric coefficient, $u$ denotes the input voltage, and the order $n$ governs the smoothness of the transition from elastic to plastic response. For the elastic structure and material, $n = 1$ is assigned in Eq. (29) as usual.

Based on the Bouc-Wen PEA model for simulation,
according to the uncertainties estimation strategy 10, the discrete-time estimation of system uncertainties \( \tilde{f}_d \) is rewritten as
\[
\tilde{f}_d(t) = \hat{x}(t) + 2\xi^u \omega_n x(t) + (\omega_n^u)^2 x(t) - (\omega_n^u)^2 [k^u u(t - T) - h(t - T)]
\]
(30)

The modified system uncertainties \( \tilde{f}_d \) is applied in control law for simulation. The above parameters chosen in this paper are calculated through simulations from \([34], [37]\) and the value of these parameters are shown in Table I. The sampling time interval \( T \) is 0.000,1 s.

**C. Step Response**

First, the set-point capability of the LQR controller is examined. The parameters of this controller for step response have been shown in Table II, and the results for 1.5 \( \mu \)m amplitude step signal is illustrated in Fig. 2 for a clear explaining.

**Table I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>1</td>
</tr>
<tr>
<td>( \xi^u )</td>
<td>1.231,5 \times 10^4</td>
</tr>
<tr>
<td>( \omega_n^u )</td>
<td>1.222,5 \times 10^6</td>
</tr>
<tr>
<td>( k^u )</td>
<td>1.733,9 \times 10^{-6}</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.357,5</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.036,4</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.027,2</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>8.5 \times 10^6</td>
</tr>
<tr>
<td>( \tau )</td>
<td>0.2</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>2.5 \times 10^3</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>8.0 \times 10^4</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1</td>
</tr>
<tr>
<td>( Q )</td>
<td>\text{diag}(150,1.0 \times 10^{-4}, 8.0 \times 10^{-3})</td>
</tr>
</tbody>
</table>

The step response shown in \([38]\), Fig. 4 indicated that a settling time approximating to 100 ms was achieved by employing model predictive output integral discrete sliding mode control. Compared with this result, the response of proposed controller observed from Fig. 2 provides a fast convergence and smooth control in approximately 49 ms (1% settling time) with a 5.93% overshoot which is relative small.

**D. Sinusoidal Tracking**

Fig. 3 and Fig. 4 have shown the performances of tracking a waveform of 5 \( \mu \)m peak-to-peak (p-p) amplitude by employing the robust LQR controller. It can be clearly observed from the trajectories that the proposed controller can track the desired signal precisely and chattering free. Additionally, this controller is able to suppress the error within ±0.020,2 \( \mu \)m and ±0.065,6 \( \mu \)m which are 0.81% and 2.62% of the tracking range with the frequency of 10 Hz and 20 Hz, respectively.

**E. Responses to staircase signal**

A staircase signal is applied to the proposed controller for tracking control. Fig. 5 shows that a step of the staircase signal covering the range of 1 \( \mu \)m by 1,000 steps with each step lasting for 0.1 s. From the figure, one can see that the controller can guarantee the steady-state error of 0 nm for approximating 88% duration of the step. Thus, the steps can be identified indicates that the positioning resolution of the proposed controller is less than 1 nm.

**F. Responses to triangular waveform**

The performances for triangular waveform tracking are shown in Fig. 6 and Fig. 7. The maximum tracking errors are respective ±0.004,5 \( \mu \)m and ±0.045,5 \( \mu \)m when the fundamental frequency of the triangular waveform is 1 Hz and 10 Hz. Moreover, it can be seen from the figures the duration of the transient phase for both of 1 Hz and 10 Hz are zero, and the steady errors are also zero. Thus, the proposed controller can track the triangular waveform precisely and chattering free.

**G. Robustness Analysis**

The robustness of the proposed controller is examined by applying an external disturbance to the control input of the PEA system. This unknown disturbance input is
set as $e = \left[ \sin(10t + 2) + 1 \right]$. The desired displacement is the same as the 10 Hz one used in sinusoidal tracking. The results are shown in Fig. 8 and the maximum tracking error remains below 1% of the tracking range which is $\pm 0.0234 \, \mu m$. This suggests the robustness of the proposed LQR controller despite the presence of an external disturbance adding to the control input $u$.

![Simulation results of response to a 10 Hz sinusoidal signal](image1)

![Simulation results of response to a 20 Hz sinusoidal signal](image2)

![Simulation responses to staircase signals covering the range 1 \( \mu m \) with 1,000 steps](image3)
Fig. 6  Simulation results of response to a 1 Hz triangular waveform

Fig. 7  Simulation results of response to a 10 Hz triangular waveform

Fig. 8  Robustness analysis of the proposed controller
V. Conclusions

The main contribution of this paper lies in the proposal of a discrete-time robust LQR controller for the piezoelectric actuator nanopositioning and tracking without the accurate hysteresis model. The controller was designed based on Lyapunov stability analysis and its performance was verified by a series of simulation studies. According to the response simulation results, the proposed controller can obtain a fast transient response with a low overshoot. Results of sinusoidal motion and triangular waveform tracking illustrate that the designed controller has precise tracking performances with small peak-to-peak tracking errors. With the proposed controller, the resolution which is less than 1 nm of the system has been achieved, which validates the effectiveness of the designed controller and the hysteresis has been significantly compensated to a low level of magnitude as well. In the future, a discrete-time observer used to estimate all the uncertainties of the system should be considered to be designed.
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Abstract— Image processing is used in various fields, this paper presents the implementation of image processing operations on Raspberry Pi. Raspberry Pi is a powerful and affordable small computer. Hence, it consists of high functional features and is sold at low cost for easy access to everybody. The Raspberry Pi board is single, powerful computer having 85.6 × 56 mm Dimension of business card, and it is used to reducing the complexity of system in real time application. This platform is mainly based on C/C++. Raspberry Pi consist of Camera slot Interface (CSI) to interface the Raspberry Pi camera. Here, the dark and low contrast images are captured by a camera and then enhanced in order to identify the particular region of image. Algorithms for edge, corner and line detection have been implemented by using Simulink with the Computer Vision System Toolbox and other in-build tools.
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I. INTRODUCTION

The very first computer had a size as large as a room and consumed high amount of power. However, things had been changed since semiconductor technology was introduced. The size of computer became rapidly shrinking while the computing power was growing. The advent of integrated circuits (ICs) or chips had speeded up the miniaturization of computer technology where smaller and smaller elements are integrated to build a chip [1]. This is described by so called Moore’s law which says that the number of transistors on chip is doubling every two years [2]. As a result, personal computers (PCs) and other devices such as laptops, mobile phones, tablets have been developed and using in daily life. Moreover, the process of miniaturization of computers continues leading to an emergence of very small computers which can be used in many applications covering every aspect of life. Ideas for such new applications could be developed by anybody interested if they have knowledge about computer operation, programming and access to a very small experimental platform. Raspberry Pi for technology enthusiasts, hobbyists, engineers who are using it in commercial applications as well as in universities both in education and research projects. This success of Raspberry Pi is due to the unique combination of proper price, hardware, software and the creation of global community of users and developers sharing information.

The interaction between the PC and Raspberry Pi is handled by Matlab and Simulink software where Simulink makes possible porting of the Matlab software to wide variety of devices and platforms. Matlab in Raspberry Pi can run both in a simulation mode where the board is connected to a PC and in a standalone mode where a software is downloaded onto the board and runs independently from a PC. Experience gained by using Raspberry Pi with Simulink has universal applications.

General information of Raspberry Pi such as released models and components including the details of its architecture; Central Processing Unit (CPU), Graphic Processing Unit (GPU), Random Access Memory (RAM) and general purpose input and output (GPIO) pins with an emphasis on the recently released model of Raspberry Pi, namely Raspberry Pi 2 model B. Basic Operating System (OS) and setup instruction including a secure digital (SD) card preparation, connection and configuration instructions are presented.

II. IMAGE PROCESSING

In general, any digital image processing algorithm consists of three stages:
1. Input Image (Original Image);
2. Image Processor (Processed Image);
3. Output Image (Output Image).

In the input stage image is captured by a camera. It sent particular system to focus on Pixel of image that gives its output as a processed image.

![Fig. 1 General Block diagram of image processing](image.png)

III. RASPBERRY PI HARDWARE DESIGN

All Provides a background information of Raspberry Pi starting with general information such as released models and basic components including GPIO opera-
tions. It also provides the information regarding the history of this single board computer as well as a detail of its system on a chip (SoC) including CPU, GPU and RAM.

The Raspberry Pi board is the central module of the whole embedded image capturing and processing system as given in Fig. 2. Its main parts include; main processing chip unit, memory, power supply HDMI Output, VGA display, Ethernet port, and USB ports.

A. Raspberry Pi board

Raspberry Pi, as shown in Fig. 3, is a single-board computer having a size as small as a credit card from the Raspberry Pi foundation. An idea of producing Raspberry Pi began in 2006 with a realization that young generation is missing knowledges about computer operation. A group of academics and engineers from University of Cambridge. Therefore, decided to develop a very small computer which everyone could afford to buy to create learning environment in programming[3]. The Raspberry Pi project became promising with the appearance of cheap and powerful mobile processors with many advanced features allowing a possible development of Raspberry Pi which was continued under specially created Raspberry Pi foundation with the first product launched in 2012.

Development of Raspberry Pi computer is a continuing process. Until spring of 2015, Raspberry Pi foundation has released five models in two generations of the computer. The first generation consists of four models as shown in Fig. 4. First released was model B followed by model A, model B+ and model A+ respectively. The two latter models are upgraded versions of their previous releases to make the computer more efficient and convenient to users especially by having lower power consumption and more (Universal Serial Bus) USB ports. The second generation consists of only one model called Raspberry Pi 2 model B whose specification is based on Raspberry Pi model B+ but with faster CPU and more memory[17].

![Fig. 2 Block Diagram](image-url)
Raspberry Pi model B, as shown in Fig. 4(b), was released in the early 2012 with the specification of 256 MB RAM, two USB ports and one Ethernet port. Later in the same year, in a new release, the amount of RAM was increased to 512 MB followed by the release of the lower-spec board, model A as shown in Fig. 4(a). Model A was released with same amount of RAM of the older model B at 256 MB but with one USB port and no Ethernet port. These first generation computers use BroadcomSoC, BCM2835, which integrates 700 MHz single-core ARM1176JZF-S CPU, VideoCore IV GPU and variety of peripherals. While model B can be used in any applications, the cheaper model A is useful in specific applications that require light-weight and low power consumption such as robotics or any portable media services.

In early 2015, the next generation of Raspberry Pi computer called Raspberry Pi 2 model B was released. The model represents significant upgrade of the Raspberry Pi capabilities and was enthusiastically welcomed by the community. Raspberry Pi 2 model B uses a much more powerful BCM2836 which offers 900 MHz quad-core ARM Cortex-A7 CPU, 1 GB RAM and the same specification of graphics processor as previously making it run approximately six times faster comparing to its predecessors at an unchanged price. Moreover, the support of Windows 10 Internet of Things (IoT) version is available for Raspberry Pi 2 model B for free of charge providing a great potential for future usage [4][5].

Table 1 summarizes major features of the Raspberry Pi models. Further details are explained in the next section[18].
### Table 1: Major Features of the Released Models of Raspberry Pi

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Model A</th>
<th>Model B</th>
<th>Model A +</th>
<th>Model B +</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>300 mA</td>
<td>700 mA</td>
<td>200 mA</td>
<td>600 mA</td>
<td>900 mA</td>
</tr>
<tr>
<td>Ethernet Port</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>USB Port</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>GPIO</td>
<td>26</td>
<td>26</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>SD Card Slot</td>
<td>SD</td>
<td>SD</td>
<td>microSD</td>
<td>microSD</td>
<td>microSD</td>
</tr>
<tr>
<td>SoC</td>
<td>BCM2835</td>
<td>BCM2835</td>
<td>BCM2835</td>
<td>BCM2835</td>
<td>BCM2836</td>
</tr>
<tr>
<td>CPU</td>
<td>700 MHz</td>
<td>700 MHz</td>
<td>700 MHz</td>
<td>700 MHz</td>
<td>900 MHz</td>
</tr>
<tr>
<td></td>
<td>ARM11</td>
<td>ARM11</td>
<td>ARM11</td>
<td>ARM11</td>
<td>ARM Cortex-A7</td>
</tr>
<tr>
<td>RAM</td>
<td>256 MB</td>
<td>512 MB</td>
<td>256 MB</td>
<td>512 MB</td>
<td>1 GB</td>
</tr>
</tbody>
</table>

### B. Power Supply

Power Connector is to power the board with a 5 V micro USB port. The need of the power consumption required depends on the peripheral devices attached to the board, for example, model B requires around 700 mA at the idle state but can consume up to 1000 mA if connects to other devices. In model A + and B +, the linear regulator was replaced by a switching regulator causing lower power consumption at 200 mA and 600 mA for each model respectively. More power is required for Raspberry Pi 2 model B of at least 900 mA since it has more advanced four core processors. It is recommended to use a power adapter that can produce at least 1200 mA, however, a normal mobile phone charger with a micro USB head can be used as a power supply. Higher power is required for more stable operation [6].

### C. HDMI

High-Definition Multimedia Interface (HDMI) Port is a connection for High Definition (HD) resolution display device such as a computer screen or a smart television. All models provide a resolution from 640 x 350 to 1920 x 1080 including Phase Alternating Line (PAL) and National Television System Committee (NTSC) standards.

### D. Camera Interface

Camera Serial Interface (CSI) Connector is a connector for a camera module, as shown in Fig. 5. The camera is specifically designed for Raspberry Pi and can be connected with a ribbon cable providing a support for both photography and HD video [7].

### E. Audio Connector

Audio Connector is an audio output through a 3.5 mm headphone jack which also supports an analogue video output for model A +, B + and Raspberry Pi 2 model B. For earlier models, A and B, the connector is only for an audio output.

### F. Ethernet Port

Ethernet Port is a network connector providing a speed of 10/100 Mbit/s through an RJ45 Local Area Network (LAN) cable. Ethernet Port is available in model B, B + and Raspberry Pi 2 model B.

### G. USB Port

USB Port supports any USB devices such as a keyboard, a mouse, a Wi-Fi dongle or a webcam. The USB port provided is a 2.0 version. Both model A and A + have one USB port while model B has two USB ports. There are four USB ports in model B + and Raspberry Pi 2 model B.
H. GPIO

GPIO is a set of universal input and output connector pins for general purposes such as connecting expansion boards or devices in order to control CPU or checking power consumption. There are 26 pins in model A and B and 40 pins in model A +, B + and Raspberry Pi 2 model B.

I. Light-Emitting Diodes (LEDs)

Light-Emitting Diodes (LEDs) indicate the board status. For example, when it is powered, the LED appears red, and when it connects to the network, the LED appears yellow. Model A and B provide 5 LEDs in which the first two are for indicating an SD card status and a power status and the other three are for a network status. Model A +, B + and Raspberry Pi 2 model B provide only 2 LEDs to indicate SD card and power status. The LEDs for network status are built-in at Ethernet socket.

J. Display Serial Interface (DSI) Connector

Display Serial Interface (DSI) Connector is for connecting the board with a display module such as PiTFT, which is a Thin Film Transistor liquid crystal display shown in Fig. 5 (b). The connection is done with a flexible flat cable.

K. Display Serial Interface (DSI) Connector

Display Serial Interface (DSI) Connector is for connecting the board with a display module such as PiTFT, which is a Thin Film Transistor liquid crystal display shown in Fig. 5 (b). The connection is done with a flexible flat cable.

L. SoC

SoC is a Broadcom chip containing CPU, GPU and RAM. The first generation of Raspberry Pi, namely model A, B, A + and B +, uses BCM2835 chip providing 700 MHz ARM1176JZF-S single-core CPU, VideoCore IV GPU and 256 MB or 512 MB RAM depending on the model. For the second generation, Raspberry Pi 2 model B, the chip was upgraded to BCM2836 which provides 900 MHz ARM Cortex-A7 quad-core CPU and 1 GB RAM with the same GPU [12].

SOFTWARE DESIGN

In late 2012, Raspberry Pi’s GPU driver code running on the ARM was released as open source and available for download [8]. Then later, in 2014, the full register-level documentation including a graphics driver stack of the chip were released publicly [9]. From the diagram shown in Fig. 6, the part covered with ARM was the first release followed by the part called VideoCore IV GPU. The parts colored in orange indicate the closed source such that the driver code running on the ARM was available, however, the graphic libraries provided by outsourced suppliers are closed source [10]. VideoCore IV GPU was a binary blob, which is a closed source binary driver, prior the latter announcement making it difficult for users to fully take advantage of the chip. Although the release from Broadcom was meant for a mobile SoC called BCM21553, it is compatible with BCM2835, a SoC used in Raspberry Pi. This release allows users to fully understand its internal operation as well as develop open source drivers or write codes for General Purpose computing on Graphic Processing Unit (GPGPU).

Hence, making it attractive to academics, engineers and hobbyists who are interested in exploiting the capability of the chip.

A. OpenCV

Open Source Computer Vision contains a library programming functions mainly aimed at real-time applications. Open CV supports a lot of programming languages such as C++, python, Java, etc., and is available on different platforms including Windows, Linux, Android, and OS. Here C/C++ is used as a programming language. Multiple language bindings are available for Open CV, such as Open CV Dot Net and Emgu CV [13].

V. RESULT AND TEST

Matlab, integrated with Simulink, is a programming language software developed by MathWorks. It provides numerical computation tools and models used by academics and engineers for various systems design and development [11]. It is also widely used in university education. Matlab and Simulink support package for Raspberry Pi is composed of two parts of which one is for Matlab and another one is for Simulink. Matlab support enables development software for algorithms which can run in Raspberry Pi [14].
VI. CONCLUSION

Previously, image processing was usually made via Python programming language on the Raspberry Pi, but the separation of the image process was very difficult. We have studied the basic possibilities of Raspberry Pi and tested its development with the help of Matlab software on the C/C++ programming language. Its advantage is the possibility to use commands for distinguishing the image easily. In addition, it is limited with the device and testing Matlab software simulator. In the future, we have been working to review and improve algorithms which is determining the image. See Fig. 7 to Fig. 9.

![Fig. 7 Original Image](image1)

![Fig. 8 Gray image](image2)

![Figure 9 Dark and Bright image](image3)

ACKNOWLEDGMENT

I implemented the algorithm to enhance an image in different enhancement degree using the raspberry Pi. It was found that the algorithm developed for the Raspberry Pi executes successfully and gives a very colorful image.

REFERENCES

Image Restoration via nonlocal supervised coding

Ao Li$^{\#1}$, Deyun Chen$^{\#2}$, Guanglu Sun$^{\#3}$, Kezheng Lin$^{\#4}$

$^{\#}$Postdoctoral research station of Computer Science and Technology, Harbin University of Science and Technology, No. 52 XueFu Road, Nangang Dist, Harbin, China

$^{1}$dargonboy@126.com
$^{2}$chendeyun@hrbust.edu.cn
$^{3}$sunguanglu@hrbust.edu.cn
$^{4}$link@hrbust.edu.cn

Abstract—Sparse representation (SR) and nonlocal technique (NLT) have shown great potential in computer vision and low-level image processing. However, due to the degradation of the observed image, SR and NLT may not be accurate enough to obtain a faithful restoration results when they are used independently. To improve the performance, in this paper, a novel nonlocal supervised coding strategy based NLT for image restoration is proposed. The novel method has three main contributions. First, to exploit the useful nonlocal patches, a nonnegative sparse representation vector is introduced, whose coefficients can be taken as the supervised weights among the patches. Second, a new objective function is proposed, which integrated the supervised weights learning and the nonlocal sparse coding to guarantee a more promising solution. Finally, to make the minimization tractable and convergence, a numerical scheme based on iterative shrinkage thresholding is developed to solve the above underdetermined inverse problem. The extensive experiments validate the effectiveness of the proposed method.
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I. INTRODUCTION

As a fundamental problem in image processing, image restoration has been extensively studied in the past decades[1] to[4]. It also has various useful applications, such as medical imaging, remote sensing, astronomy, and so on. Image restoration aims to recover the original image from its degradation observation. The challenge of many image restoration tasks is that they are ill-posed. To cope with the ill-posed inverse problem, lots of the techniques has been developed, most of them are under the regularization. For an observed image $y$, the degradation can be formulated as the following linear model

$$y = Hx + n$$

(1)

where $x$ is the clean original image, $H$ is the degradation operator, and $n$ is generally the additive gaussian white noise with covariance $\sigma^2$.

By regularization technique, the ill-posed model in (1) can be solved by

$$\min_x \|y - Hx\|_2^2 + \lambda J(x)$$

(2)

where $\| \cdot \|_2$ denotes the $L_2$-norm, $J(\cdot)$ is a function to constrain the prior knowledge of the original image, and $\lambda$ is a positive scalar parameter to trade off the two terms.

In fact, the formulation in (2) can be also viewed as a variant of Bayesian framework when $J(x)$ is taken as the prior distribution of natural image. To obtain more better performance, many regularization forms have been studied[5] to[8].

It is aware that the prior knowledge plays a significant role in restoration performance, so how to design the effective regularization to constrain the prior knowledge of natural image is at the core of image inverse problem.

Classical regularization is studied with the assumption that the images are local smooth except its edges[9], [10]. So, by this viewpoint, a widely used regularization called total variation (TV) is proposed[11]. It compute the norm of first-order difference of natural image to constrain the local smooth property. Since the total variation favors piecewise constant and only exploit the local statistical model, it tends to smear out some details in image and failed to recover fine structures. To better preserve the image details, some extensive TV-based models are developed subsequently to improve the performance[12], [13], [14].

Recently, the sparse representation is proposed and widely used in image restoration problems. Sparse representation (SR) assumes that the image can be presented as a linear combination of a few basis from a set called dictionary, i.e. $x = D\alpha$, where $D$ is the dictionary and $\alpha$ is the coefficients vector. With the sparse assumption, SR constructs the regularization by constrain the $l_0$-norm to $\alpha$, which counts the number of nonzero elements in a vector[15]. As the $l_0$-norm is a NP-hard problem, which can be approximately solved with some greedy algorithms[16]. To obtain the more stable solution, $l_0$-norm is often relaxed to its convex version by $l_1$-norm, which has been successfully used in various image restoration applications[17], [18]. Though the current SR-based methods has obtained the promising restoration results, there exist two main drawbacks can be deeply developed to improve the performance. First, dictionary learning requires more adaptive representation ability to enhance the sparsity. Meanwhile, the
learning process commonly is accompanied by high computational complexity. Second, the sparse coding can be designed more accuracy to preserve the fine structures in image. So, many literatures about the dictionary learning and coding are studied to make some progress.

In recent years, the nonlocal prior, as one of the most significant properties of natural images, has been explored in image restoration. Generally, the nonlocal prior is depicted by nonlocal self-similarity in global image, which is firstly utilized to synthesis textures. Then, Buades[19] introduces the nonlocal technique to image denoising, and proposed a novel weighted-based denoising approach, which is quiet effective in sharpening image and preserving fine structure by utilizing the nonlocal statistics. Inspired by the nonlocal techniques (NLT), some researchers exploit embedding the nonlocal self-similarity to other regularization to obtain better performance for image restoration. Zhang, et al [20] integrated the nonlocal technique and total variation to form the nonlocal TV regularization, which has been successfully used in image deconvolution and compressive sensing. In addition, two effective numerical algorithm based on bregman iteration are also proposed to guarantee the convergence. Another patch-based SR method with NLT is proposed by Dong, et al in [21]. They introduced the concept of coding noise and centralized the sparse coding with nonlocal self-similarity patches to suppress the coding noise. The paper shows that the proposed method can obtain a good estimation of sparse coding of original image. However, the NLT is employed by the Euclidean distance which is not effective to reflect the inherent similarity among the patches. So, in this paper, different from the Euclidean distance adopted in conventional NLT, we employ a new way to exploit the nonlocal self-similarity among the patches as the supervised weights and proposes a so-called supervised coding strategy for image restoration, which integrates the NLT-based weighted exploitation and sparse coding in the same objective function to make them promote each other during the iteration.

The rest of the paper is organized as follows. In Section 2, the way to exploit the supervised weights is elaborated. Section 3 presents the proposed objective function and the numerical scheme is given yet. Extensive experimental results are reported in section 4. Section 5 concludes the paper.

II. LEARNING THE SUPERVISED WEIGHTS

SR has been widely used in image inverse problem, such as imagedeblurring, inpainting and compressive sensing. The conventional SR-based methods aim to find some atoms to represent the image more sparsity. However, Yu, et al [22] pointed out that the locality is the more significant property than conventional sparsity and proposed the local coordinate coding (LCC) method, by which the signal can be represented via a linear combination of several neighbor atoms in given dictionary. Given a signal $x \in \mathbb{R}^n$ and dictionary $D \in \mathbb{R}^{n \times n}$, LCC can be modeled by the following minimization

$$\alpha = \arg\min_{\alpha} \left\| x - Da \right\|_2^2 + \gamma \sum_{i=1}^{N} \left\| x - D_i \alpha_i \right\|_2$$

(3)

where $D_i$ denotes the $i$-th atom of dictionary $D$ and $\alpha_i$ denotes the $i$-th element of the coding vector $\alpha$. The second term in (3) can be seen as a reweighted coding, which take the distance between the signal and atom as the constrain weight. With the coding process in (3), the signal can be encoded by a more discriminative way which also can guarantee the sparsity naturally. In other words, the signal will be represented by several neighbor atoms associate with itself.

For NLT-based image restoration with SR, it generally has the assumption that the patch and its neighbor ones have similar coding with same dictionary. That is, these self-similarity patches has great contribution to obtain a good estimation of the current encoded patch. Nevertheless, the contribution of neighbor patches is conventionally measured by computing the Euclidean distance, which is not effective enough to mining the inherent correlation among the patches. Motivated by LCC, we can take the similar scheme in (3) to learn the correlation coefficient vector among the self-similarity patches, which can assign the contribution according to the similar structure. In other words, we can take those coefficients as the weights to supervised the coding approximation, which is belief to obtain better performance.

Let $x_i \in \mathbb{R}^2$ be a vectorized patch centralized around $i$-th pixel in image, and $S_{x_i}$ is a set, which take the similar patches of $x_i$ as its columns. In light of the scheme in (3), we adopt the $S_{x_i}$ as the dictionary alternatively and rewritten the minimization by the following form

$$\min_{z_i} \left\| x_i - S_{x_i}z_i \right\|_2^2 + \gamma p_i \hat{z}_i, 0,$$

(4)

$$z_i^k \geq 0, k = 1, 2, \cdots, \text{length}(z_i)$$

where $p_i$ is the a constrain vector, whose $k$-th element is distance between $x_i$ and the $k$-th atom of $S_{x_i}$, denoted by $\left\| x_i - S_{x_i}z_i \right\|_2$. $\otimes$ denotes the Hadamard product operator. It is worth noting that correlation coefficient of $z_i$ in (3) can not be used as the supervised weight in objective function since it may be negative. Thus, we add the extra nonnegative constraint as $z_i^k \geq 0$, where $z_i^k$ is the $k$-th element in $z_i$. Here, the first term in (4) is used to minimize the reconstruction error among the similar patches. With the constrain vector $p_i$, the second regularization term can assign the large weight to the similar patch whose linear reconstruction contribution is large yet. Thus, the regularization in (4) can be viewed as a practical weights learning mechanism to reflect the correlation effectively between the encoded patch and its self-similarity one.

III. NLT-BASED SUPERVISED SPARSE CODING

In this study, to overcome the drawback of conventional sparse representation model, we proposed a novel
supervised coding strategy based on NLT, aiming to obtain a better accurate coding by embedding the NLT to SR model. The comprehensive objective function for supervised coding is presented as

\[
\begin{aligned}
\min_{\alpha_i, z_i} & \left\{ \frac{1}{2} \| y - HD\alpha \|_2^2 + \lambda \| \alpha \|_1 \right. \\
& + \eta \sum_i \sum_k z_i^k \| \alpha_i - \hat{\alpha}_{i,k} \|_2^2 \\
& + \sum_i \left( \| x_i - S_i z_i \|_2^2 + \gamma p_i \otimes z_i \right) \\
\end{aligned}
\]

\[ s.t. \quad D\alpha \geq 0, \quad k = 1, \ldots, \text{length}(z_i) \forall i \]  

(5)

where \(D\alpha = (\sum_i R_i^T R_i)^{-1} \sum_i R_i^T \alpha, \hat{\alpha}_{i,k}\) is the good estimated coding of the \(k\)-th similar patch of \(x_i\), \(\| \cdot \|_1\) denotes the \(l_1\) norm, and \(\lambda, \eta, \gamma\) are all the positive scalar parameters to trade-off among the regularizations.

The first term, called data fidelity, is to evaluate the linear reconstruction error. The second term is to constrain the sparsity of coding to adaptive the sparse prior of natural image. The third term is to constrain the coding approximation between the similar patches. It is should noted that the correlation coefficient is also utilized in the third term as the supervised weight to assign the contributions of those similar patches. Moreover, it also links the correlation exploration and supervised coding, which can make them to promote each other in the iteration to obtain an overall optimal solution. The last two terms in (5) is the weight learning regularization, aiming to embed the NLT to SR model.

The problem of (5) is a constrain minimization problem with multi-variables, which can be solved with alternating optimization technique. So, in this paper, a iterative numerical scheme based on alternating technique is adopt to obtain the approximate solution of optimization problem in (5). Firstly, for in \(j\)-th iterative step, \(p, \alpha\) is computed while other variables is fixed and the minimization can be compacted as

\[
\hat{\alpha}_i = \arg\min \left\{ \frac{1}{2} \| y - HD\alpha \|_2^2 + \eta \sum_k z_i^k \| \alpha_i - \hat{\alpha}_{i,k} \|_2^2 + \lambda \| \alpha_i \|_1 \right. \}
\]

(6)

It is an unconstrain problem, which can be solved by the classical iterative shrinkagethresholding (ISTA) method. We derived the first two terms with respect to \(\alpha\) as

\[
(HD)^T(y - HD\alpha) + 2\eta \sum_i \sum_k z_i^k (\alpha_i - \hat{\alpha}_{i,k})^{-1}
\]

(7)

And then, ISTA can be implemented by an iterative thresholding operation as follows

\[
\alpha^{\text{map}} = \alpha^{i-1} + (HD)^T(y - HD\alpha^{i-1}) + 2\eta \sum_i \sum_k z_i^k (\alpha_i^{i-1} - \hat{\alpha}_{i,k})^{-1}
\]

(8)

\[
\hat{\alpha}_i = \text{shrinkage}(\alpha^{\text{map}}, \lambda)
\]

(9)

where \(\text{shrinkage}(x, \tau) = \max(\|x - \tau\|, 0) \text{sgn}(x)\), and \(\text{sgn}(\cdot)\) is the sign function. And then, the high quality estimation image \(x'\) can be recovered by computing \(x' = D\alpha^{\text{map}}\).

Secondly, correlation vector, is solved when \(\alpha\) is fixed. The minimization defined in (5) is written as

\[
\min z_i \left\{ \sum_i \left( \| x_i - S_i z_i \|_2^2 + \gamma p_i \otimes z_i \right) + \sum_i \eta z_i^k \| \alpha_i - \hat{\alpha}_{i,k} \|_2^2 \right\}
\]

Based on the separable form in (10), it can be independently further formulated as

\[
\sum_i z_i^k \geq 0, k = 1, 2, \ldots, \text{length}(z_i) \forall i
\]

(11)

where \(W = \gamma p_i + \eta m_i\), and \(m_i = \eta \| \alpha_i - \hat{\alpha}_{i,k} \|_2^2\) is the \(k\)-th element of \(m_i\). The optimization in (11) can be seen as the reweighted sparse coding problem. In this study, the method in [23], which is known to be a good solution to reweight nonnegative coding, is used to solve the minimization problem of (11).

So far, we have acquired the efficient and effective solutions to the comprehensive objective function in (5), and the overall numerical scheme is described in the following Algorithm 1.

**Algorithm 1 Numerical Scheme for Objective Function in (5)**

**Input**: The observed image \(y\) and degradation operator \(H\);
Sparse dictionary \(D\); Scalar parameters \(\lambda, \eta, \gamma\).

**Output**: Estimated original image \(\hat{x}\).

Set \(t = 0, x^{(0)} = y, \alpha^{(0)} = 0\).

Repeat for \(t\)

1. Divide the image \(x^{(t)}\) into overlapping patches \(\{x_i^{(t)}\}_{i=1}^{N}\).
2. Searching similar patches for each \(x_i^{(t)}\) to construct \(S_{ij(0)}\).
3. Compute each \(z_i\) with \(S_{ij(0)}\) and \(\alpha^{(0)}\) by solving (11).
4. Update the \(\alpha^{(t+1)}\) by computing (7) and (8) iteratively.
5. Estimate original image by \(x^{(t+1)} = D\alpha^{(t+1)}\).
6. Update \(t = t + 1\).
7. Then, if mod \((t, T) = 0\), jump to step 1.
8. Other, jump to step 2.

Until The criterion is satisfied.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

In our experiments, several benchmark images are used to verify the performance of the proposed NLT-based supervised coding method for image restoration (NLTSCIR). The benchmark images are shown in Fig. 1. The parameter setting of NLTSCIR is as follows: the size of patch is $5 \times 5$ with overlapping 2-pixel-width. Because dictionary learning is not the issue of our paper, so we adopt the KSVD in [24] to learn an effective dictionary $D$ directly to present the patches sparsely. The maximum iteration number for $t$ is set to be 30 and the inner loop for supervised coding with respect to (7) and (8) is set to be 20 empirically. The NLTSCIR is compared to several state-of-the-art methods, including a fast algorithm for total variation method called SALSA [14], nonlocal total variation (NLTV) in [20], and the NCSR method by [21]. We apply these methods to image deblurring and a Gaussian deblurring kernel, whose scale is 1.5, is exploited for simulation. Moreover, the additive Gaussian noise standard is set to be 0.5. Due to the limited pages, only part of the comparison visual experimental results are shown in Fig. 2 and Fig. 3. To further evaluate the quality of the results, the Peak Signal to Noisy Rate (PSNR) is also taken as the objective metric, whose values are presented in Fig. 4.

![Fig. 1 Benchmark images](image1.jpg)

![Fig. 2 Restoration results of Cameraman](image2.jpg)

(a) Blurry Image; (b) SALSA; (c) NLTV; (d) NCSR; (e) NLTSCIR
From Fig. 4, we can conduct that the proposed NLTSCIR significantly outperforms other comparison excellent methods on all the test images. From the visual comparison results, we can observe that the NLTSCIR achieves competitive performance compared with other leading methods. The SALSA acquires the inferior results and smears out the image with some mottles. NLT is better than SALSA by exploiting the nonlocal character in image, but still fails to recover part of fine structures. NCSR and proposed NLTSCIR produce similar visual results and obtain significant improvement over other competing methods. However, the NLTSCIR shows better performance on preserving more sharper edges and texture details than NCSR. Furthermore, the highest PSNR value also verifies the competitive performance of proposed methods, compared with other state-of-the-art ones. The good performance of NLTSCIR is attributed to the employment of the powerful correlation exploring and the NLT-based supervised coding.
Fig. 4  PSNR values of benchmark images with different methods
(a) PSNR for Cameraman (b) PSNR for Parrot (c) PSNR for Boat
V. CONCLUSION

In this paper, a novel NLT-based supervised coding strategy for image restoration is presented, which explores the correlation between self-similarity patches and proposes a supervised coding by using the correlation as the constraint weights. Also, a new regularization for supervised coding is utilized in comprehensive objective function, and links the supervised coding and nonnegative weights learning to make them promote each other iteratively. The experiments on several benchmark images demonstrate that the proposed NLTSCIR outperforms existing excellent methods.

ACKNOWLEDGMENT

This paper was supported by Natural Science Foundation of China (Grant 61501147), Natural Science Foundation of Heilongjiang Province (Grant F2015040) and Postdoctoral Science Foundation of Heilongjiang Province (Grant 2501051410).

REFERENCES


Online Activities Club of Music Education and Music Group

Oyuntuya G. #1

# School of Music Education, Department of Piano, Mongolian State University of Art and Culture
Ulaanbaatar, Mongolia

Oyuntuya_g0518@yahoo.com

Abstract—Who created humanity around the world, and many scientific disciplines, while self-awareness. One of academics, its one branch of music education is based on similar principles guide the formation of skills based on students behavior, needs and interests listen to music, as well the development of instinct and talent to understand, evaluate, and create. Education environment for rapid growth in information and communications technology, young people learn to demand began to change with learning objectives, content and methods in line with the growing. For example, training activities were based on new methodologies study skills in a practice expertise based only knowledge. Knowledge and musical training can be taught online. For example, student correspondent held music education more accessible training online. Because, correspondence course students will stay in rural areas studied by 1 – 2 times a vocational teacher came to the school year and to reinforce lessons online training period to the next to come, go to the course to learn a lesson repetition can make it survive.

Keywords—Musical training course, knowledge of music, students skill, behavior, talent, online course

INTRODUCTION

Teacher training it is a means of social and creative student cooperation with the aim to student needs.

Online music lessons to teach the followings,

1. Can be expected to listen to developing children’s thinking and music vocal melody and express the tone patterns, musical melody describe the feeling.

2. To provide basic knowledge of music theory and replace key learning note reading and writing, musical composition, such friends as will pave the way for deepening the content.

Thus, online learning music first element of the new ownership will also deepen reinforce a lesson form of organizing musical training has felt sidelined, only music classes to online training sessions circle outside group. In this regard, the core curriculum is arranged below and development of all children under the program.

II. ONLINE COURSE OF MUSIC EDUCATION

To organize a music education by online course,

1. Student’s knowledge and skills, based on an interest in music and dance, including folk art types. Children often something more than just interested, successfully performed the item. Therefore, interest is one of the grounds to be a baseline for the development of discovered gifted children.

2. Exercise long-term exercise, each student and develop a prosperous course and learning outcomes, we need to provide training should be content and ways to overcome difficulties appropriate, require a certain amount of force child labor in their levels from simple tasks. It is also desirable to develop a training plan for children, according to their respective potential and included folk art elephants legacy train.

3. Each type of selected training as appropriate. /Individual, group, small groups, etc. / It features a music training.

4. Teaching methods and optimize decided to training materials, organized plan.

Teach online classes should be used in combination with creative students to enable exploration gas and pedagogical methods and custom conversion, authoring and researchers study from the experience of other teachers.

Talent development speed of the main conditions of the system, ownership consecutive conducted exercises work, education and training activity and the knowledge, skills and practices depends on an individual.

III. ONLINE TRAINING OF PUBLIC WORKS

To carry out public works by online training:

1. Song to play a diversity of music, folk songs;

2. Dance was dominated by dance, social dance festival;

3. Reading literacy was associated with less routine work.

Manipulating games to play, which means people were paying attention to culture, improve social activity to involve the whole community work. But now will be taught through songs, dances, poems and songs online training.

Give music group online training for club:

1. The development of art talent;

2. To promote Aesthetic;

3. Free time to spend properly;

4. Prepared for Celebrations.

Art direction to prepare for examination, the competition order will be held in long and short-term.

These activities are necessary to conduct quality pedagogical students considered as important as a school because the build teaching certain things.

A role in the music group overall development of the
child: "Pupils developed by the Ministry of Education to promote all things, a vision and a way to learn about art and the development of each child that will earn their talent and beauty individual preferences willing to express creativity through artistic feelings, development and arts and culture", core curriculum is included in "music education through a child was included clear that to achieve this result/attachments / content of this program is the second innovation of education standards.

IV. CONCLUSIONS

"Music education and music teaching a group of club activities online", the subject of Mongolian country music training system to ensure the certainty of the XXI century Education Sector policy as part of reforms "core" program, examples of parallel view as possible of the implementation of training into online forms we get to the final conclusion of our work.
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Abstract— Wireless sensor networks (WSNs) are gaining in importance with an increasing need for interconnectivity in the advent of Internet of Things. In some application scenarios, such as building and home automation, WSNs need to comply with deadlines and guarantee a reliable communication, for which a suitable MAC (Medium Access Control) is of paramount importance. Most available MACs are based on bidirectional devices or nodes with the capability of acknowledging packets and performing retransmissions if necessary. However, in many application scenarios, nodes merely report data to a sink and do not need any feedback. Hence, unidirectional nodes can be used instead reducing energy consumption considerably. To this end, two major approaches have been presented to guarantee reliability requirements in unidirectional networks: First, nodes send a number of redundant data packets with fixed inter-packet times to guarantee deterministic delay and packet loss behavior. Second, inter-packet times are not fixed but randomly selected between specified boundaries to allow for lower delays. In this paper, we summarize both approaches and compare them in simulation using OMNeT+++. Finally, we provide a guide to select the most suitable MAC depending on a set of different application scenarios.

Keywords— Sensor/actuator networks, cost efficiency, reliability, single-hop communication, unidirectional nodes

I. INTRODUCTION

Wireless sensor networks (WSNs) have attracted much attention both in literature and industry during the last years. With the upcoming trend of Internet of Things and its increasing need of interconnectivity of electric devices, WSNs are expected to continue growing in importance. In general, WSNs can be found in wide range of application domains such as home automation, body area networks, environmental monitoring, surveillance, etc. These normally substitute wired solutions such as field busses wherever the latter are not viable due to technical or economic limitations.

WSNs use different communication technologies, which can generally be classified into unidirectional or bidirectional nodes. Unidirectional nodes can only transmit or receive data, while bidirectional nodes are capable of both transmitting and receiving. Clearly, in a unidirectional WSN, data packets cannot be acknowledged or retransmitted making it difficult to implement reliable communication. Bidirectional nodes, on the other hand, can implement these features making more reliable, multi-hop communication possible. However, this also leads to a higher computational cost (to implement the more sophisticated communication protocols), which together with a more complex transceiver circuitry, makes bidirectional WSNs be considerably more expensive than uni-directional ones, in particular, as the number of nodes in the network increases.

In contrast, unidirectional nodes are of low-cost and have a higher energy efficiency compared to bidirectional nodes [1], since they do not need to power a receiver and monitor the communication channel. Considering that the overall costs as well as energy consumption are key factors when design-ing WSNs, unidirectional nodes have been used in various scenarios in the past; home automation [2], environmental monitoring [3], RFID [4], etc., where potentially hundreds of sensor nodes report data to a sink (either in a periodic fashion or upon the occurrence of specific events) without need for external control [5].

As a result, if the application under consideration tolerates it, unidirectional nodes allow for a more cost-effective WSN. However, since a unidirectional WSN may incur in packet loss, special medium access control (MAC) protocols have to be used to improve reliability. Unfortunately, existing solutions like CSMA (Carrier Sense Multiple Access), TDMA (Time Division Multiple Access) or slotted Aloha [6] cannot be applied, since they rely on carrier sensing or synchronization (which unidirectional nodes are unable to perform).

A number of approaches have been proposed to improve the reliability of unidirectional communication. In [7], for example, a method is presented to recover the packet with the highest signal strength when packets collide at the communication channel. In [1][5], a mix of unidirectional and bidirectional nodes is used instead. Although these methods improve the average performance of a (mixed or fully) uni-directional WSN, they do not allow for guarantees on the resulting communication reliability.

Since, it is important for a network designer to know the performance of a network at design time, rather than finding the optimum in a long try and error process during deployment, other approaches have been presented that allow quantifying reliability and guaranteeing a bounded delay. In general, these can be divided in two main categories: first, fully reliable MACs that use fixed inter-packet times [2] [8] and second, probabilistic approaches that randomize these timings [9]. To this
end, this paper aims to provide an overview and help selecting the right method for a specific case. Our contributions can be summarized as follows.

1. We examine three MAC protocols [2] [9] [8] that allow quantifying specific reliability requirements and a bounded delay in a fully unidirectional network. To this end, we summarize their working principles and assumptions and compare them analytically.

2. We perform simulations based on OMNet++ in order to assess performance characteristics, such as average delay, packet loss, etc. These results are then compared with each other to finally help selecting the right MAC for a set of different application scenarios.

The rest of this paper is structured as follows. Related work is discussed in Section II. Next, Section III explains our system model and assumptions. Section IV and Section V introduce the different MAC protocols for unidirectional networks. Section VI presents our experimental evaluation based on simulation and Section VII concludes the paper.

II. RELATED WORK

Saving costs and energy by using unidirectional nodes is an idea that has been used multiple times in the past; RFID Systems [10] [4], long range outdoor networks [3], wireless body area networks [11] and indoor networks [12]. The challenge hereby is to find communication schemes to allow for reliability, energy efficiency, and a bounded delay. As already mentioned, unidirectional nodes cannot perform carrier sensing nor synchronization, therefore, existing algorithms such as CSMA and Aloha cannot be used.

This behavior poses a problem for communication reliability, since there is no feedback for lost or corrupt packets. In this context, Cardell-Oliver et al. [13] identified three error-contention strategies: temporal diversity, spatial diversity, and code-based methods. In temporal diversity, data packets are, for example, transmitted repeatedly at different times, while spatial diversity aims to separate devices geographically such that they do not fall within each other’s range and, hence, cannot interfere with one another. Code-based methods add redundant data, which can be used by the receiver to correct damaged packets. However, the increased packet length leads to less energy efficiency and higher collision probability due to longer transmission times. Cardell-Oliver et al. further concluded that temporal and spatial diversity yield better results for indoor scenarios than code-based strategies [13].

An approach based on time diversity, called Timing Channel Aloha (TC-Aloha), has been proposed by Galuccio et al. [14]. This scheme encodes parts of the information in the inter-packet separation of the different nodes. As a result, the packet length and transmission time can be reduced, thus, decreasing energy consumption and the probability of packet collision. In order to improve reliability, packets are transmitted multiple times. Clearly, to recover the information embedded in the inter-packet separation, at least two packets must be received. By an analytical framework and experimental results, Galuccio et al. [14] prove that TC-Aloha increases data throughput; however, no guarantees can be given on whether data always reaches the corresponding receivers on time.

Another approach presented in [1] consists in using two different types of transmitters. Simple unidirectional transmitters (forming clusters) for cost reduction and so called cluster heads with receiving capability. The cluster heads collect the packets from their corresponding unidirectional clusters and forward them to receivers. Since cluster heads can perform carrier sensing and acknowledge packets, more sophisticated communication schemes can be implemented upon them. However, if many cluster heads are necessary for a good coverage in a home-automation scenario, costs increase rapidly. Moreover, this method cannot guarantee a fully reliable communication and packets may potentially never reach their receivers due to collisions, in particular, within one cluster.

Although these previously mentioned approaches improve the overall communication reliability, they either do not allow giving precise guarantees on delay and reliability or they use hybrid nodes, which increase costs. In this paper, however, we consider exclusively designs for unidirectional networks that can provide these guarantees. To this end, the following section summarizes the system models as well as the assumptions made by the presented MAC protocols.

III. SYSTEM MODEL AND ASSUMPTIONS

We consider a WSN consisting of simple transmit-only nodes that are spatially distributed and transmit data upon activation. A transmitter node is activated by an event, e.g., a motion detector gets triggered, the temperature rises to a certain level, etc. Upon activation, the corresponding transmitter broadcasts its data within a certain range and every receiver within that range will receive this data—see Fig. 1. If a receiver is connected to

Fig. 1 Example of a unidirectional WSN with transmit-only (solid circles) and receive-only nodes (checked boxes); $r_i$ represents the range within which the receiver collects packets, while $r_i$ indicates the range in which transmitters can interfere with each other.
a transmitter\(^1\), it will process data; otherwise this is discarded. Since transmit-only nodes are unable to detect whether data has reached its corresponding receivers, they transmit a sequence of \(k \in \mathbb{N} > 0\) redundant packets — to increase chances of a successful reception — where \(k\) is a natural number greater than zero and a design parameter common to all nodes in the system.

Packets transmitted by nodes consist of an identifier, a data, and a check sum or CRC (Cyclic Redundancy Check) field. Usually, these have a relatively constant size consisting of a few bytes. Transmitting one such packet takes an amount of time that depends on the number of bits to be transmitted and the bandwidth of the communication channel. We refer to this time to as packet length. In this paper, we denote by \(l_{\text{max}} \in \mathbb{R} > 0\) the maximum length of any packet in the network. We assume that even the smallest overlapping between any two packets on the communication channel produces interference and, hence, packet loss.

We further assume that each receive-only node constantly monitors the communication channel and, hence, no special measures have to be taken before sending data. For example, no preamble needs to be sent to wake up a receiver, etc. In many applications, this assumption does not pose any additional restrictions, since receive-only nodes are usually attached to unrestricted power supply, e.g., a lamp in a home automation setting is attached to the electric network. In other cases, where power supply is restricted, the presented method can be extended to account for preambles, e.g., by adjusting the packet length or increasing the number of packets sent. However, this is out of scope in this paper.

For each transmit-only node in the network, it must be guaranteed that one packet arrives within a deadline measured from the node’s activation time. In the context of home automation, typical deadlines are around 500 ms. This is, for example, the time by which a wireless light switch should turn on the light, or a motion sensor should detect the presence of a person. A greater delay is often unacceptable, since it negatively impacts the quality of the system. Similar deadlines are also common in body area networks. In this paper, we consider that this deadline is the same for all nodes and denoted by \(d_{\text{max}} \in \mathbb{R} > 0\) — this is typical from single-hop WSNs where data needs to be conveyed in one direction and within a given time upper bound.

Finally, each transmit-only node is assumed to be activated only once within a time interval of length \(d_{\text{max}}\). In our previous example, this means that the wireless light switch sends only one sequence of packets every 500 ms. This is a logical design assumption, since multiple activations of the transmitters lead to unnecessary interference and do not help achieving the design goal of the system.

\(^{1}\)An identifier is sent in each packet by the transmitter, which is then recognized by its corresponding receiver.

### IV. Reliable MAC Protocols

In this section, we introduce two MAC protocols \[2\] [8] for designing fully reliable networks based on unidirectional devices. Fully reliable means that it is guaranteed that at least one packet of a sequence of redundant packets reaches the corresponding receiver within a deadline \(d_{\text{max}}\) in the worst case. However, this reliability can only be guaranteed if interference from outside the network is negligible and interference solely originates from simultaneous transmissions within the network itself. Although this assumption strongly limits the area of applications, e.g., being impractical for large WSNs or in noisy environments, there still exists numerous application scenarios. For example, the authors \[2\] [8] mention indoor networks as an possible application area, since walls usually shield environmental noise to a great extent. Or they suggest using different frequency bands, such as 868 MHz to avoid interference with common devices using 2, 4 GHz, such as WLAN routers, microwaves, etc.

#### A. Periodic MAC

In our previous work in \[2\], we presented an approach for fully reliable communication based on unidirectional devices. In summary, this consists in each node sending a sequence of redundant packets upon activation with constant inter-packet time. For each node in the network, its inter-packet time has to be selected to ensure that at least one of its packet arrives in the worst case. After each sequence, there is a transmission pause in which transmitter cannot be triggered anew.

In more detail, the authors \[2\] first start by deriving the minimum number of packets \(k\) per sequence. Due to the asynchronous nature of unidirectional WSNs, any node could possibly start transmitting at any time instance, hence, if there is a total number of \(n\) nodes in the system, each node could suffer at least \(n - 1\) collisions in the worst case. Since for successful communication at least one packet of a sequence must reach the receiver, the minimum number of packets per sequence \(k\) must be consequently set to at least \(k = n\), i.e., each node sends at least as many packets per sequence as there are nodes in the system. Although this number of \(k\) is relatively high, it is the necessary minimum for full reliable communication in unidirectional WSNs. This also holds for the optimized periodic MAC\[8\], as shown later.

Next, methods for finding suitable inter-packet times (periods) are introduced. To this end, the authors fix \(k = n\), i.e., \(k\) is set to the minimum number of packets per sequence possible. This reduces both energy usage and interference, since there are no more transmissions than necessary. However, this also restricts the selection of inter-packet times, as there can now be at most 1 collision between any two nodes in the sequence. In order to prevent multiple collisions between any two nodes \(i\) and \(j\), the following condition must hold for \(1 \leq i \leq n, 1 \leq j \leq n, 1 \leq k, \leq n - 1\), and \(i \neq j\).
\[ \text{mod}(\frac{k \times p_j}{p_i}) \geq 2 \times l_{\text{max}} \]  

(1)

where \( \text{mod}(\cdot) \) is the modulo operation, \( l_{\text{max}} \) is the maximum length of a packet, while \( p_i \) and \( p_j \) are the (constant) inter-packet times of the \( i \)-th and the \( j \)-th node respectively.

To better understand (1), Fig. 2 displays exemplary sequences of three nodes in the case of a simultaneous activation, i.e., all nodes start transmitting at the same point of time. We can see that beside the first unavoidable collision, there are no further collisions between any two nodes. In addition, (1) states that there must be at least a space of \( 2 \times l_{\text{max}} \) between any period and its combinations. This ensures that collisions, in which packets do not overlap perfectly as in Fig. 2, but are shifted relative to each other, do not cause another collision within that sequence. For example, if node 2 starts transmitting \( l_{\text{max}} \cdot \epsilon \) before node 1, where \( \epsilon \) is an infinitesimal small number, both first packets are still lost, but the second packets do not interfere. If node 2 starts transmitting even earlier, e.g., \( 2 \times l_{\text{max}} \) before node 1, packet 2 will be lost, but no other packets collide with 1.

Finally, (1) is used to find the following formula to calculate inter-packet times

\[ p_{\text{min}} \geq 2 \times (n - 2) \times (n - 1) \times l_{\text{max}} + 2 \times l_{\text{max}} \]  

(2)

where \( p_{\text{min}} \) or \( p_{\text{avg}} \) is the smallest inter-packet times of all nodes and all further periods are exactly \( 2 \times l_{\text{max}} \) longer, i.e., \( p_{i+1} = p_i + 2 \times l_{\text{max}} \) — see (1).

We can see that period lengths increase quadratically with \( n \) and the overall maximum delay, which is \( (n - 1) \times p_i \) of a node \( i \) for sending \( n \) packets, rises with the power of three for an increasing network size. This means that the overall maximum delay is very high for higher \( n \) making the periodic MAC generally be suitable for only small networks.

In addition to the long inter-packet times, there must also be a transmission pause implemented after each sequence. By this, double collisions with two subsequent sequences are prevented, as shown in Fig. 3. This pause must have an overall length of the longest sequence of all nodes, hence, it doubles the maximum delay. For example, let us consider a wireless light switch in an home automation network with a typical deadline of 500 ms. If the user accidentally switches the light on, he has now to wait for the data transmission for up to 500 ms and an additional 500 ms to be able to trigger the switch anew. Although this might not be a problem, it generally decreases the quality of service of the system.

**Fig. 2 Illustration of Equation 1 for the case of three nodes, i.e., \( n = 3 \). In the case of a simultaneous activation, the first packet of each node will get lost (reddish shading). However, there will be no further packet losses for the next two packets (i.e., \( n - 1 \)) of each node (grayish shading).**

**Fig. 3 Illustration of the transmission pause after each sequence for the case of three nodes. The last packet of the top node interferes with the first packet of bottom node (reddish shading). Given that the second packet of the bottom node might also be lost, its third (and last) packet can only be guaranteed to reach its receiver (grayish shading), if the top node is forced to wait for at least \( d_{\text{max}} \) time before transmitting anew.**

### B. Optimized periodic MAC

As we previously discussed the periodic MAC, we could see that making unidirectional communication fully reliable incurs in great pessimism; A high packet number of at least \( n \) packets is required for each node per sequence, where \( n \) is the total number of transmitters in the system, as well as long inter-packet times lead to a high overall delay. In order to improve performance, efforts have been made to reduce inter-packet times (as we already know that the packet number cannot be further decreased).

The optimized periodic MAC\[8\] follows a similar principle as the periodic MAC. Each transmitting node sends a sequence of \( n \) packets upon activation with constant inter-packet times, followed by a transmission pause. However, in contrast to the periodic MAC, nodes can have multiple different inter-packets times instead of just one—see Fig. 4. These lead to non-symmetric periodic patterns that were found by using an ILP (Integer Linear Programming) solver and optimized for the shortest total transmission duration, however, these patterns greatly differ in length, meaning that some transmitters are very fast at sending their packets whereas others have total transmission durations which are multiple times longer. This leads to big differences in terms of the average and total delay and hinders the system analysis.

Further, the ILP solving requires high computational power. Hence, the authors of the optimized periodic MAC were only able to generate periods for a very low \( n \leq 6 \). For higher \( n \), another paper \[15\] was proposed offering two different algorithms of heuristic nature for finding inter-packet times. The first one uses prime numbers to generate unique period times, but as prime numbers also strongly increase in its value as more are needed for higher \( n \), these result in even longer inter-packet times as for the periodic MAC. The second algorithms first generates a large set of possible periods and then picks the shortest ones by performing a check that is similar to
Equ. (1) of the periodic MAC. By doing so, the second algorithm is able to find periods that are approximately 30% shorter than those of the periodic MAC. However, due to its still fairly high computational complexity, generating periods requires a much higher processing time. For example, finding all inter-packet times for \( n = 30 \) requires a time of 72 hours to generate, whereas the periodic MAC takes less than 1 ms.

Fig. 4 Exemplary inter-packet times for the optimized periodic MAC in the case of three nodes, i.e., \( n = 3 \)

In summary, this means the optimized periodic MAC allows for a shorter maximum delay, but requires more memory on the nodes, as multiple inter-packet times must be saved and higher computation time for calculating these.

V. PROBABILISTIC MAC PROTOCOLS

The previously discussed MAC protocols have shown that making a network fully reliable results in high costs, i.e., a high number of packets must be sent separated by long inter-packet times. In addition, to achieve this reliability, external noise must be neglected, which is often not the case, for example, in dense networks with a high number of nodes or in noisy environments. In order to reduce this pessimism and to be able to account for external interference (which is of stochastic nature), probabilistic MAC protocols have been presented.

In our previous work in [9], we proposed a probabilistic MAC protocol for guaranteeing a bounded delay and specific reliability for unidirectional networks. It consists in each node sending a sequence of \( k \) redundant packets within a maximum deadline \( d_{\text{max}} \) with inter-packet times that are randomly selected between a lower boundary \( t_{\text{min}} \) and nand upper boundary \( t_{\text{max}} \). In contrast to the previously mentioned approaches, no transmission pause is required after a sequence. In addition, after triggering a node it will not start transmitting immediately, but first waits a random period within \([ t_{\text{min}}, t_{\text{max}} \)] . Hence, there will be a greater delay on average, which, however, can be neglected in most applications, since delay is not critical as long as packets arrive before the deadline.

Given the packet size \( l_{\text{max}} \), the deadline \( d_{\text{max}} \), the number of nodes \( n \) and the required communication reliability \( p \), the probabilistic MAC[9] allows computing the missing variables \( t_{\text{min}} \) and \( t_{\text{max}} \) and \( k \). To this end, let us first consider \( t_{\text{max}} \):

\[
    t_{\text{max}} \leq \frac{d_{\text{max}} - l_{\text{max}}}{k} \tag{3}
\]

Since packets are sent in intervals that are randomly selected between \( t_{\text{min}} \) and \( t_{\text{max}} \), increasing this interval results in a higher number of choices selecting periods, consequently reducing the collision rate. Hence, in order to increase the interval \( t_{\text{max}} - t_{\text{min}}, t_{\text{max}} \) should be as high as possible. This is done in (3), as in the worst case, in which a node randomly picks \( k \) times \( t_{\text{max}} \) as its inter-packet time, starts transmitting its last packet at \( d_{\text{max}} - l_{\text{max}} \) and finishes it exactly at \( d_{\text{max}} \). Next, let us consider the lower interval boundary \( t_{\text{min}} \):

\[
    t_{\text{min}} \leq t_{\text{max}} - \frac{2(n - 1)l_{\text{max}}}{k - 1 - p} \tag{4}
\]

On the other hand, \( t_{\text{min}} \) is a subtraction of \( t_{\text{max}} \) and a second term that depends on all remaining parameters. This second term must not be too large in order that \( t_{\text{min}} \) does not get negative and the system becomes not feasible anymore. This means that, as expected, both the network and packet sizes are limited as they directly increase the term’s size. Further, we can see that increasing reliability \( p \) decreases \( t_{\text{min}} \) as well. This is a logical conclusion since for a higher reliability, the interval \( t_{\text{max}} - t_{\text{min}} \) must be larger. We can also conclude with (4) that a fully reliable communication with \( p = 1 \) is not possible with the probabilistic MAC, as the denominator would become 0. This means that the probabilistic MAC tolerates packet loss to some extent in exchange for a lower delay and a lower packet count (\( k \ll n \)).

The last missing parameter \( k \) is more complex to determine, since both (3) and (4) depend on it. Therefore, the authors [9] performed a set of experiments to numerically find its optimum. In general, \( k \) should be chosen as small as possible, as it directly affects the system’s energy consumption.

VI. EXPERIMENTAL RESULTS

In this section, we present our experimental results comparing the three proposed techniques. To this end, we have performed a simulation based on the OMNeT++ network simulation framework [16] and an extension for mobile and wireless networks named MiXiM [17]. This allows us to effectively simulate our network with different physical parameters and to record statistical values for very large numbers of transmissions.

We assume that the network has been set up correctly in a way that physical effects, such as fading, shading and reflection of radio waves do not cause packet loss and can therefore be neglected. The data rate of transmission has been fixed to 128 kbit/s and the packet size is 3 bytes (8 bits for identifier, 8 bits for data, and 8 bits for check sum). The transmission time of a single packet takes consequently 187.5 \( \mu \)s, i.e., this is the value of...

\footnote{All calculations were performed on an AMD A8-6500 processor at 3.5 GHz and with 8 GB of memory}
$l_{\text{max}}$. The deadline $d_{\text{max}}$ has been set to 500 ms and in case of the probabilistic MAC, we chose $k = 2$ (required minimum) and a reliability of $p = 0.95$.

The simulated network consists of one receiver and a selectable number of $n$ transmitters that are all within range of one another and, hence, interfere with one another. The receiver node is a simple data sink, whereas transmitter nodes are data sources that transmit packets with a certain pattern according to the compared algorithms.

All transmitter nodes run independently of one another and are triggered by random time events to ensure that different possible combinations of packet transmissions are considered. Recording and processing of simulation data is done by the framework at runtime. In particular, the time stamps of the different packets sent are compared to determine whether packets overlap and, hence, get lost.

Fig. 5. shows the reliability of the different MAC protocols as $n$ increases. As expected, both the periodic and optimized periodic protocols do not loose any packets as they were specifically designed for fully reliable communication. The probabilistic MAC, however, incurs slight packet loss with further increases with a rising $n$. This is due the fact that a higher $n$ increases the channel load and consequently the collision probability. Still, its reliability stays well over the calculated 95%.

Let us now consider the average transmission delay, i.e., the delay from triggering the node to the successful reception of its data. As can be seen in Fig. 6, both optimized and periodic protocols show a low delay for small $n$, which rises quadratically for higher $n$. This is because for a low number of transmitters, the collision count is low and typically the first packet of a sequence succeeds. For higher numbers, the collision count rises and the overall delay increases as the periods increase as well. Since the periodic protocol typically has longer periods than the periodic optimized MAC, its average delay is higher.
In contrast, the \textit{probabilistic} MAC starts with a relatively high delay due to its random waiting time before the first packet of each sequence. The delay then slowly increases for higher \( n \) as the channel load is greater and the loss rate increases.

Although the average delay is higher for the \textit{probabilistic} MAC for \( n \leq 30 \), its worst case delay is much lower than for the fully reliable protocols. For example, let us consider a network with 30 nodes. For the \textit{probabilistic} MAC, the worst case delay will only be 500 ms, whereas the \textit{periodic} and the \textit{optimized periodic} have a delay of 1,500 ms and 4,000 ms respectively.

Finally, let us consider the typical energy consumption of the three presented MACs, as shown in Fig. 7. To this end, each node was triggered between 6 to 10 times a day (typical value in home automation scenarios) and the total energy consumption used for transmission was recorded. We can see that the \textit{probabilistic} MAC consumed fairly low energy, as always \( k = 2 \) packets have been sent independent of \( n \). The two reliable protocols, however, consumed a large amount of energy which rises quadratically with \( n \). This means that in order to be still able to operate nodes with batteries, both fully reliable MAC protocols should only be considered for smaller networks \( n \leq 30 \), for example, home automation networks.

![Fig. 7 The yearly energy consumption used for packet transmission by the different MAC protocols is shown.](image)

\textbf{VII. CONCLUSIONS}

In this paper, we presented different MAC protocols for purely unidirectional networks, i.e., networks of nodes with either the capability of transmitting or receiving data packets. These protocols can be further divided into fully reliable and probabilistic approaches.

The presented reliable approaches consist in sending a sequence of redundant packets with carefully selected inter-packets times. These avoid multiple collisions between any two nodes and ensure that at least one packet reaches the corresponding receiver in the worst case. The reliability, however, comes at the costs of increased delay and energy consumption. In addition, these MAC protocols only work in a noise free environment, where no external interference is present. As a consequence, those protocols are best suited for smaller indoor networks with less than 30 nodes. Examples can be home automation, Internet of Things (IoT), environmental monitoring and control loops, where data loss cannot be tolerated.

On the other hand, probabilistic approaches try to improve the delay and energy consumption by allowing packet loss to some extent. In addition, they allow considering external interference, since it shares the same probabilistic nature as the protocol itself. This makes them the ideal choice for a broad variety of applications including difficult settings, such as networks with a high number of nodes or noisy environments. Examples can be environmental monitoring, IoT, sensor clusters, etc.

Beside doing a summary and analysis of the presented approaches, we performed a set of experimental simulations based on the OMNeT++ framework. Our experiments show important criteria such as energy consumption, packet loss, etc. and validate the presented analysis.
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Abstract — Composite winding workstation of industrial robot with 6 degree of freedom was studied, in which individually analyze the influence of the variation parameters of enveloping form, length of the hanging filament, geodesic and non-geodesic to winding craft and the robot kinetic stability. MATLAB was used to calculate robot winding track in different winding strategies and determine winding track after projecting. Joint simulation of robot winding dynamics based on ADAMS and MATLAB was conducted to obtain curve of each joint torque of the robot, then the influence of the winding track after projecting on kinetic stability of robot was analyzed. The experiment of dry fiber winding of composite products was carried out, which indicates the optimized winding method adopted to stabilize the winding pattern and no slip yarn, overlapping, overhead and other phenomena in the winding process, and the winding precision completely meets the design requirements.
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1. Introduction

In the composite forming technologies, winding is an important technology of the production of composite products. Winding machine is the core of the equipment of winding products. At present, the composite molding equipment and process control research are more mature [1],[2], realized the axisymmetric composite products automatic winding. But for a non axisymmetric composite such as elbow, tee etc. production, they still adopt backward mechanical winding machine and the manual winding, or used 2 ~ 3 degrees of freedom CNC winding machine for semi-automatic winding of artificial auxiliary. For mechanical and CNC winding machine, whose adaptability and flexibility is poor, there are low degree of freedom, unable to solve the problem, such as complex shape of composite products(elbow, tee, etc.) automatic winding[3],[4]. Industrial robot has the advantages of good general, more degrees of freedom, high precision and strong extensibility, so it is suitable for complex high precision automatic winding shape of composite products.

Many scholars abroad have carried out research, involving composite products molding with robot and robot track. Polini and Sorrentino[5],[6] has studied the effect of the safe distance of workpiece and winding tension, using robot to composite winding, on the properties of products; Aized and Shirinzadeh[7] studied the analysis and optimization of robot fiber laying process using response surface method; Tian and Collins [8] have studied using genetic algorithm for robot track planning, able to quickly get the optimized track; Toussaint [9] has studied robot track optimization by the method of approximate reasoning, and applied to non-LQG system. In addition, the abroad has carried out the research of robot winding equipment, France MF Tech company developed Pithull and Fox multi-axis robot winding control system[10]; The Netherlands Taniq company independently research and development the Scorpo robot, used for the winding of fiber reinforced rubber products, Scorpo robot can respectively winding rubber lining layer, fiber reinforced layer and the protective layer by replacing the robot end device [11]; Canada Compositum company independently researched and developed a variety of models of the robot and the numerical control system of the automatic control system, with CNC system, robot and winding machine to complete the composite container (natural gas, hydrogen storage tank) production.

Currently there are less domestic organizations to study the robot winding, for complex composite products of the same winding process, there are many robots winding strategy, different winding strategy which effect on winding process and robot stability and mechanical properties, such as tremor, jitter and overload phenomena appeared in the process of robot winding. However, enveloping form, length of the hanging filament and geodesic winding and non-geodesic winding are a key parameter to influence winding strategy, and there are correlation and influence between each parameters. Therefore, the winding strategy, to make the robot movement stability best, needs a strategy optimization to influence the parameters of the winding. In this paper aiming at composite winding robot, designs a winding pattern of solid of revolution suitable for the robot winding, analyzes winding model of the geodesic of rotors mandrel, and get the doffing point trajectory; for doffing points trajectory, we respectively, in the MATLAB platform, calculate the robot end winding path using different forms of enveloping, length of the hanging filament and geodesic
winding and non-geodesic winding strategy, analyze the winding strategy that affects the winding process and the performance of robotics, and determine the planning of the robot track; use the ADAMS and MATLAB simulation, in the end of the robot on filament winding tension, verify the stability when the robot catches the mandrel winding according to the planning track; we conduct the shape product dry filament winding experiment according to the planning track and the winding method, verify the feasibility of the optimized winding strategy feasibility to make products.

II. SOLID OF REVOLUTION LINES DESIGN AND
TRAJECTORY PLANNING

Winding lines design is the basis of the winding process, it is closely related to the quality of the winding products and the realization of the molding process. For complex composite products, we designed the linear design of cylinder, cone and ellipsoid composites of rotors mandrel in a way of the geodesic winding, and obtained the drolling point trajectory of the mandrel surface; for drolling points trajectory, we respectively, in the MATLAB platform, calculate the robot end winding track using different forms of enveloping, length of the hanging filament and geodesic winding and non-geodesic winding strategy, and plan the motion trajectory of robot winding.

A. Solid of revolution winding lines design

1) Cylindrical geodesic winding

Cylinder and conical section of geodesic winding for composite products mandrel as shown in Fig. 1. Cylinder mathematical model as shown in Fig. 1 (a), the cylinder adopt stable geodesic winding, if the drolling points in the cylindrical section where the fiber fall off are regarded as the assumption point M in the process of winding, the equation of point M, suitable for the surface of the cylinder to meet the surface, is \( r(R \cos \theta, R \sin \theta, z). \) \( z \) is the axisymmetrical z axis coordinates, \( r \) is the radius of each point along the z axis direction, \( R \) is the radius of the cylinder. Set up a \( Oxyz \) coordinate system, the \( x \) axis goes through \( L \) to intersect at the rectangular bottom edge. \( M \) on the \( xOy \) projection is \( M_1 \), the Angle from the \( x \) axis forward to \( OM_1 \) is \( \theta \). The filament winding Angle for cylinder section is \( \psi \). Point located on the cylinder and \( xOy \) surface in winding angles around the z axis to rotate \( 360^\circ \) from \( xOy \) distance below is \( h \). There are:

\[
\begin{align*}
\{ & z = M_1M = \frac{\theta}{2\pi} \cdot h = (R \cdot \tan(\psi)) \cdot \theta \\
& x = R \cos \theta \\
& y = R \sin \theta \\
\}
\end{align*}
\]

Get on the surface of the cylinder for the geodesic equation is

\[
\begin{align*}
\{ & x = r \cos \theta \\
& y = r \sin \theta \\
& z = r \theta \cos \psi \\
\}
\end{align*}
\]

2) Conical geodesic winding

Cone mathematical model as shown in Fig. 1 (b), the conical half-apex angle is \( \beta \). The geometric characteristics of rotating cone head shows that the shape is formative by \( y = r(z) \) generatrix around the rotating axis z. In polar coordinates of the cone surface the expression is

\[
r(\theta_n, z) = \sqrt{r(z) \cos \theta_n, r(z) \sin \theta_n} \tag{3}
\]

Fig. 1 Mathematical model of cylinder and conical section of geodesic winding for composite products mandrel

(a) Mathematical model of cylinder;

(b) Mathematical model of conical section

In expression, \( \theta_n \) is the corner of mandrel center. The expression (3) is carried out calculations in the way of \( \theta_n, \theta_n', \theta_n'', z', z'' \). According to the differential geometry theorem, the curvature of the cone can be obtained by Gaussian curvature equation

\[
k_g = \frac{d\theta_n}{ds} \cdot \frac{d\alpha}{ds} = \frac{r \cdot r' \sin \alpha}{r \cdot \sqrt{1 + r'^2}(z)} \tag{4}
\]

In expression, \( k_g \) is the geodesic curvature, \( s \) is the filament winding parameters of arc length, \( \alpha \) is the winding angle. Based on differential geometry, surface mean curvature, gauss theorem, differential geometry theorem and Euler formula (5), it can be seen

\[
k_n = \frac{r'}{(1 + r'^2)^{3/2}} \cos^2 \alpha - \frac{1}{r \cdot \sqrt{1 + r'^2}} \cdot \sin^2 \alpha \tag{5}
\]

In expression, \( k_n \) is the normal curvature, \( k_1 \) is the meridian curvature, \( k_2 \) is the ring to curvature, Set \( k_1/k_2 = \lambda, \lambda \) is the geodesic normal curvature ratio, then the trajectory differential equations as follows

\[
\frac{d\alpha}{dz} = -\lambda \tan \alpha - \frac{r' \cdot \sqrt{1 + r'^2} \cdot \cos \alpha - \sin \alpha}{r} \tag{6}
\]

When \( \alpha = 0 \), differential equation is the differential equation of geodesic trajectory.
(3) Ellipsoid geodesic winding

Models of ellipsoid and geodesic on surface of ellipsoidal dome for composite products mandrel as shown in Fig. 2. To solve the geometrics on the surface of ellipsoid is equivalent to solve the geodesics on the ellipsoid $\Delta N AB[12][13]$. The method that the ellipsoid is seen as the ball is adopted to solve the geodesics on the surface of the ellipsoid head, then establish the geodetic coordinate system $(O, B, H)$. Said ellipsoid Fig. 2 (a) mathematical model of the semi-major axis length is $a$, the length of short half axis is $b$, the flat rate of ellipsoid is $f$, the first eccentricity is $e$, and the second eccentricity is $e'$. According to the formula of Clairaut here are

$$\sin \gamma_0 = \sin \gamma_1 \cdot \cos \beta_1$$
$$= \sin \gamma_2 \cdot \cos \beta_2$$  (7)

Inexpression, $\gamma$ is the azimuth angle, $\beta$ is called as parameter latitude, $\beta_1$ is to satisfy the following formula

$$\tan \beta = \left(1 - f \right) \cdot \tan \phi$$  (8)

Inexpression, $\phi$ is the latitude angle, Fig. 2 (b) is a round sphere, according to Clairaut formula: $\sin \gamma_0 = \sin \gamma \cdot \cos \beta$. In the NEP triangle, the length of the edge EP and the edge of the opposite Angle $\omega$ are corresponding to the length $s_n$ of the geodesic line AB side and the edge angle $\Lambda_n$ of AB to the other side in the Fig. 2 (a) ellipsoid. Satisfy the following equation (10),

$$s_n = \int_{0}^{e} \sqrt{1 + k^2 \sin^2 \omega} \, d \omega'$$

$$\Lambda_n = \omega - f \cdot \sin \gamma_0$$

(9)

$$\lambda_n = \omega - f \cdot \sqrt{1 + k^2 \sin^2 \omega} \, d \omega'$$

(10)

Inexpression, $\sigma$ is the ellipsoid arc length, $\sigma'$ is the derivative of ellipsoid arc length.

As shown in Fig. 2 (b), geodesic sphere surface as starting point E, with initial azimuth $\gamma_0$, the geodesic line is across the equator; Point P can represent A and B any point of geodesic line AB, and each point is with parameter $\beta$, $\gamma$, $\sigma$, $\omega$, $s_n$ and $\Lambda_n$, where $s_{12} = s_1 - s_2$ means the length of AB. $s_1$ is the A coordinates, $s_2$ is the B coordinates; $\Lambda_{12}, \sigma_{12}$ and $\omega_{12}$ are the same definition, $\gamma_2$ express the forward direction of the point B.

B. The winding trajectory planning

According to the solid of revolution winding equation, we gained the doffing point trajectory of the mandrel surface, using robot movement in the form, including the envelope form of pay-out movement around the work-piece, length of the hanging filament and geodesic winding and non-geodesic winding etc., and we analyzed the winding process and robot performance.

(1) The winding trajectory of the envelope form

When it is winding, the pay-out moves around the workpiece, its line formed the envelope line relative to the workpiece. According to the shape of the envelope, it can be divided into open enveloping cylinder, closed enveloping cylinder, entire enveloping cylinder and constant free fiber length, 4 kinds of forms, schematic diagrams of 4 types of enveloping forms as shown in Fig. 3. We planed the axis trajectory of the robot in the four kinds of forms, then by using the Matlab calculated the axis trajectory, finally got its motion characteristic curve, Movement relationship curves between carriage, cross carriage, pay-out and mandrel under the condition of 4 types of enveloping patterns as shown in Fig. 4.

The open enveloping cylinder, when the end reverse, the characteristic curve is choppy. The sawtooth can lead to continuous reversing, the acceleration and deceleration of the end terminal is too large, leading to different degrees of tightness of the fiber. The fiber resin concentration and winding stress are uneven, which affect products quality and performance. From the point of the slope of the curve, the end is almost constant motion; when it is reversing, there is the curve of discontinuity. There are vibration problems for large inertia at the end of the actuator, then the robot body movement process is not stable. When the closed enveloping cylinder is in reversing the sawtooth phenomenon of the motion characteristic curve is improved, it still exists repeated start and stop action in the mid-piece, and it still exists the mutation rate when it is reversing. The entire enveloping cylinder in the process of marching in the middle is very smooth, but vibration problem is in the reversing area.
Constant free fiber length avoids the above problems, and its characteristic curve is smooth. Except on both ends of the reversing there is no other directional movement in the end, explaining its movement is stable; it won’t cause the problem of tremors and the too large deceleration, so it can be used as the preferred method in this paper.

Fig. 3  Schematic diagrams of 4 types of enveloping forms: open enveloping cylinder, closed enveloping cylinder, entire enveloping cylinder and constant free fiber length
(a) Open enveloping cylinder; (b) Closed enveloping cylinder;
(c) Entire enveloping cylinder; (d) Constant free fiber length

![Diagram](image)

![Graph](image)
(2) The length of hanging filament is fixed length winding trajectory

The theory algorithm shows that when the hanging filament $\lambda$ is the fixed length, the equations of motion are with finite number of solutions. $\lambda = 100 \text{ mm}, 150 \text{ mm}, 200 \text{ mm}, 400 \text{ mm}$ are taken to calculate. When the fiber finishes a complete winding, movement relationship curves between mandrel and carriage, cross carriage, pay-out while the length of hanging filament is equal to 100 mm, 150 mm, 200 mm and 400 mm is shown in Fig. 5.

With the increase of the value $\lambda$, the movement curve raised, and the carriage and the cross carriage movement increases. Winding equivalent radius of pipe the robot work radius also needs to increase; the larger $\lambda$ is, the greater the each axis of motion curve is shaking. It is easy to cause fiber tension in winding process can’t keep constant, lead to the fiber from gaps or covers each other. This is not conducive to increase the rate of filament winding products. In addition, the $\lambda$ is greater, in the conical section of small diameter directional area, the faster the reversing speed. The robot will produce loss, leading to reduce the service life of the robot. When $\lambda$ is smaller, movement relationship curves between mandrel
and carriage, cross carriage more gentle, more stable movement, but when the width of the pay-out is greater than 2λ, the guide pay-out during winding will collide with the surface of the mandrel and therefore we need to ensure the robot is with adequate moving space of the case, and the length of hanging filament is as short as possible.
(3) Geodesic and non-geodesic winding trajectory

Whether to adopt the geodesic winding not only determined by the shape of the workpiece, but also on the performance of the molded article and molding robot capable of stable operation. While the geodesic (helical) winding has the advantage that the linear is stable and there are non-slip filament, but it is not suitable for all the complex material products' winding. Hence, we should analyze the motion characteristics for each axis which of the geodesic (helical) and non-geodesic winding. The movement relationship curves between mandrel and carriage, cross carriage, pay-out for geodesic / non-geodesic is shown in Fig. 6.
When it helical winding, the carriage curve is not jagged or mutations, being continuous and no abnormal points, indicating that the carriage more smoothly, less prone to tremors or shaking. Compared with geodesic winding, there are significantly abnormal points during the carriage is reversing in the non-geodesic winding way. When it helical winding, cross carriage reversing also appeared mutation rate, and the pay-out motion curves have jagged individually, but considering the non-geodesic winding, the cross carriage and the pay-out have significant jitter when they reverse; therefore the helical winding way is better. But it needs further optimization and is eliminated rate mutation.

Through analyzing the above three forms of motion, we can conclude that the robot trajectory curve, adopting a way of the constant free fiber length and smaller length of the hanging filament, is relatively smooth. It can be used as the ideal path of the robot winding, but we still need robot winding trajectory simulation to verify the stability of the robot winding.

III. ROBOT MOTION SIMULATIONS

According to the winding of six degrees of freedom robot mechanical structure, we build the virtual model of the robot, whose base is fixed on the ground. The six degrees of freedom winding robots' posture means the position and posture at which the robot movement of each connecting rod and each joint. In the process of filament winding, when the pay-out moves along the preset winding process, robots can have a lot of kinds of path and at the same time. This paper selects the dumbbell core
mandrel, using the optimized robot winding path. Namely, fixed length fiber free length is 150 mm, point of winding is $-5/3$, constant mandrel speed, the trajectory of the geodesic winding, which is 50 mm wide. As shown in Fig. 7, the robot winding position while the starting angle of six joints are respectively $0^\circ$, $-90^\circ$, $90^\circ$, $-90^\circ$, $-90^\circ$ and $0^\circ$.

From the base to the end of the robot, the robot joints numerals are joint 1 ~ 6, the rotation angle of each joint respectively is $\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6$, so we can obtain the size of the joint angle by the pose forward kinematics equation, that is the inverse kinematics of the robot equation

$$
\begin{align*}
\theta_1 &= \tan^{-1} \left( \frac{X_f}{Y_f} \right) \\
\theta_4 &= \tan^{-1} \left( \frac{K}{H - Z_f} \right) - \sin^{-1} \left( \frac{\sqrt{(H - Z_f)^2 + K^2}}{L_2} \right) - \frac{L_1^2 - L_2^2}{2L_2 \sqrt{(H - Z_f)^2 + K^2}} \\
\theta_6 &= \pi - \sin^{-1} \left( \frac{\sqrt{(H - Z_f)^2 + K^2}}{2L_3} \right) + \frac{L_1^2 - L_3^2}{2L_3 \sqrt{(H - Z_f)^2 + K^2}} \\
\sin^{-1} \left( \frac{\sqrt{(H - Z_f)^2 + K^2}}{2L_2} \right) - \frac{L_1^2 - L_2^2}{2L_2 \sqrt{(H - Z_f)^2 + K^2}}
\end{align*}
$$

In expression, $X_f, Y_f$ and $Z_f$ are the coordinates of the robot end in the robot base coordinate system, $H$ is the origin distance from ground robot joints 1, $L_1, L_2$ and $L_3$ are respectively 2, 4, 6, arm length of robot joints. The pose take

$$
K = \frac{Y_f}{\cos \theta_4} - L_1 \cos \theta_2
$$

In the condition that the track of the robot's terminal in this position and orientation is exactly the same, due to the different angles of each joint and connecting rod position in the winding course of the winding, when the end of the robot by fiber tension, each joint bear component are different, thereby affecting to each joint driving force and driving torque, the robot power consumption during the winding process of a difference. Therefore, the combination of winding dumbbell products as simulation object, consider the process of winding speed, acceleration and other parameters of the dumbbell product during the winding process the fiber tension by analysis and simulation.

Using Matlab the pose inverse kinematics equation is solved to obtain the curves of the joint angles and the time $t$, and outputs the data to the ADAMS, to control each robot model axis motor runs at a specified track, and the end of the robot is applied 50 N tension load. Get the joint drive torque curve through the simulate function and post-processing functions of ADAMS software. Driving torque simulation curves of six joints while end of robot is applied tension loading of 50 N as shown in Fig. 8.
Fig. 8  Driving torque simulation curves of six joints while end of robot is applied tension loading of 50 N
(a) Driving torque simulation curves of robot joint_1; (b) Driving torque simulation curves of robot joint_2;
(c) Driving torque simulation curves of robot joint_3; (d) Driving torque simulation curves of robot joint_4;
(e) Driving torque simulation curves of robot joint_5; (f) Driving torque simulation curves of robot joint_6;
In the process of robots winding, each robot joint torque curve is relatively stable. The torque curve slope of the x axis direction appears too large commutation place, due to the mutation of movement speed of the mandrel and moving in the opposite direction in the commutation process, But the x axis points torque is small, negligible effecting on robot; There is little change on the torque curve of the y direction, it is in a stable state. Because, in the winding process, the motion range of the robot in the z axis direction was small, the torque on the z axis direction was close to zero and the curve is smooth. Through the curve analysis of each robot joint torque, it was found that, under the joint action by the tension of the fibers, the torque curve of each robot joint is steady and the joint torque is small. The energy consumed less during exercise, so the robot with the optimized winding path which robot hand grasping mandrel smooth movement in the process of winding way, the way and the winding path can be used for the robot.

IV. ROBOT WINDING EXPERIMENTS

The experiments equipment use the filament winding workstation based on KUKA robot, the equipment parameters are as follows. Maximum of yarn speed; 50 m/min; robot winding range; 2, 000 mm; winding trajectory accuracy; ± 0.3 mm; robot load; 210 kg; the winding experiment employed dumbbell core mandrel. The specific dimensions are as follows; pole diameter 52 mm, cylinder section diameter 190 mm, cylinder length 150 mm, ball segment radius 145 mm. In this study, the length of hanging filament is 150 mm, winding pattern number is −5/3, mandrel speed is constant, and 50 mm wide geodesic yarn were winding yarn. We adopted the way of grasping mandrel winding by robot hand to produce, robot hand using mandrel winding process winding way, as shown in Fig. 9. Winding pattern of geodesic for a cycle of dumbbell core mandrel using a single yarn while length of free fiber is 150 mm, winding pattern is −5/3 and width of yarn is 50 mm as shown in Fig. 10, and winding lines are wound as shown in line measurement, Measure cycle data between adjacent yarn of winding pattern for a cycle of dumbbell core mandrel shown in Fig. 11.

![Fig. 9 Winding way of robot hands catch mandrel](image)

![Fig. 10 Winding pattern of geodesic for a cycle of dumbbell core mandrel using a single yarn while length of free fiber is 150 mm, winding pattern is −5/3 and width of yarn is 50 mm](image)

![Fig. 11 Measure cycle data between adjacent yarn of winding pattern for a cycle of dumbbell core mandrel](image)

(a) Pattern measurement of cylindrical section;
(b) Pattern measurement of sphere section

During the filament winding workstation, based on KUKA robot, complete dumbbell products winding process, each robot axis moves smooth, and there is not slipping yarn, overlap, overhead and so on. Through measuring the winding line, the distance between adjacent yarn sheet is 49.77 mm, and the width of the yarn used in this experiment is 50 mm, thus the winding traj-
ectory accuracy is less than 0.3 mm and the winding precision of the workstation meets the design requirements in order to achieve the composite products stable winding, which proves the feasibility of the linear design and the robot motion trajectory.

In robot grabbing dumbbell core mandrel winding process, the winding mandrel is applied 50 N tension. Then take the value of the angle of each joint real-time motion of the robot, and get each joint drive torque curve using ADAMS, driving torque active curves of six joints while end of robot is applied tension loading of 50 N as shown in Fig. 12. During the winding process, the robot running smoothly, and there is not skew or dumping phenomenon. According to Fig. 12, each robot joint torques, that adopts the way of catching the mandrel by robot hand, is smaller, and the energy consumed during exercise is less. In addition, the curve and robot motion simulation resulting torque curve are consistent, and then verify the reasonableness of robot motion simulation.
V. CONCLUSIONS

1. Through the analysis of such geodesic winding model of the cylinders, cones and ellipsoid composites products, we calculated each geodesic equation, and obtained the model the doffing point trajectory of the robot winding.

2. Various parameters influence wound strategies to optimize the constant free fiber length and smaller length of the hanging filament geodesic winding track is a typical product winding track robot stable operation.

3. Through the ADAMS and Matlab we carried on the collaborative simulation of the combination of winding movement adopting the way that robots catch winding mandrel by robot hand. When the winding movement on the basis of the robot, under the action of fiber tension, each robot joint torque is small and its movement is smooth.

4. Through the experiment, the line of products is stable; there are not the phenomena of slipping yarn, overlap, overhead. The winding precision meets the design requirements; robot moves smoothly, each joint torque curve of the motion simulation and is almost the same as the size and trend of the joint torque curve in the winding experiments. It verifies the feasibility of linear design and motion path, and the correctness of the simulation results.
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Abstract — In this paper, we present sensor fusion approach for path planning of mobile robot in dynamic environment. This sensor fusion approach is based on the position and orientation estimation using combination of camera, encoder signals to improve and correct the measurement of moving object’s position and velocity. We design our mobile robot whose name is LION with the function of the remote control system to navigate the mobile robot in indoor environment using a wireless network. We use Matlab software for the path planning of a mobile robot based on virtual plane approach and combine this simulation with real mobile robot. For this simulation uses image processing for observe view of the surroundings, one of the main issues is robot navigation and collision detection of moving bodies using the web camera. Based on collision detection, the robot will start avoiding from obstacles.

The image data of web camera is processed using Matlab software for path planning algorithm the user PC and the navigation data is transmitted to mobile robot from user PC through the Bluetooth for remote controlling the mobile robot.

Keywords — Path planning algorithm, service robot, robot designing and navigation, control law

I. INTRODUCTION

For autonomous robot systems which work without human operators, one of the important things is path planning of mobile robot that is necessary to plan a collision free path minimizing a cost such as time, energy and time.

This paper uses a path planning algorithm based on virtual plane approach to plan an optimal or feasible path avoiding obstacles when a mobile robot moves from a start point to goal point in dynamic environment [1]. Virtual plane approach is an invertible transformation equivalent to the workspace which is constructed by using a local observer speed of the mobile robot and orientation angle are independently controlled using simple collision cones and collision windows constructed from the virtual plane. Therefore, based on the virtual plane, it is possible to determine the intervals of the linear velocity and the paths that lead to collisions with moving obstacles [2].

We present fast measuring method using a sensor’s fusion to correct position errors in robust localization scheme. This sensor fusion approach is based on the position and orientation estimation using combination of camera, encoder signals to improve and correct the measurement of moving object’s position and velocity. We use the Kalman filter algorithm that is used for estimating position and orientation of the robot to combine sensors information [3].

The performance of the proposed method is demonstrated by simulation movement results using experiment with moving obstacles.

We design our training robot whose name is LION robot and combine this robot’s navigation system with path planning simulation based on concept of virtual space using Matlab.

This paper is organized as follows, see Fig. 1. First, we introduce modelling and path planning of the mobile robot with two wheels. In section III, we introduce the implementation of Kalman filter to combine a camera data with encoder signal. The implementation of the developed system is presented in section IV. The section V is the conclusion of the work.

Fig. 1 "LION" robot model

II. MODELING AND PATH PLANNING OF THE MOBILE ROBOT

A. Mobile Robot Kinematics

The Fig. 2 shows the navigation for the mobile robot by the orientation and the speed. The line of sight of the robot $l_r$ is the imaginary straight line that starts from $O$ and it is directed toward the reference point of robot $R$ and the line of sight angle, which is the angle made by $l_r$. The line of sight of the robot $l$, is the imaginary straight line that starts from the origin and is directed toward the reference center point of the robot $R$. The line-of-sight angle, is the angle made by the sight $l$. The dis-


Distance \(l_\nu\) between robot \(R\) and the goal \(G\) is calculated by

\[
l_\nu = \sqrt{(y_g - y_s)^2 + (x_g - x_s)^2}
\]

(1)

where \((x_s, y_s)\) is the coordinates of the final goal point and \((y_s, x_s)\) is the state of the robot in \(|\dot{W}|\). The mobile robot has a differential driving mechanism using two wheels and the kinematic equation of the wheeled mobile robot can be given by

\[
x_i = v_i \cos \theta_i
\]

(2)

\[
y_i = v_i \sin \theta_i
\]

(3)

\[
v_i = \alpha_i
\]

(4)

\[
\theta_i = \omega_i
\]

(5)

where \(\alpha_i\) is the robot's linear acceleration and \(v_i, \omega_i\) are the linear and angular velocities, respectively. \(\theta_i\) and \(v_i\) are the control inputs of the mobile robot. The line-of-sight angle \(\varphi_i\) which is obtained from the angle made by the line of sight \(l_\nu\), is given by the following equations

\[
\cos \varphi_i = \frac{|x_g - x_s|}{\sqrt{(x_g - x_s)^2 + (y_g - y_s)^2}}
\]

(6)

![Fig. 2 Geometry of the navigation problem.](image)

In this paper, we suggest virtual planning method which is developed [4] for path planning for service mobile robot in library. This method is derived directly from the relative equations of motion of robot and dynamic obstacle.

The evolution of the range between the robot and obstacle for virtual planning method is given by following equations

\[
l_{\nu\nu} = v_i \cos (\theta_i - \omega_i) - v_i \cos (\theta_i - \varphi_i)
\]

(7)

\[
l_{\nu\nu} \sin (\theta_i - \omega_i) - v_i \sin (\theta_i - \varphi_i)
\]

(8)

Above equation shows the tangential component of the relative velocity. We can see the proof of the equations for the tangential and the normal components of the relative velocity from thereference [5]. A negative sign of \(l_{\nu\nu}\) indicates that the robot is approaching from obstacle \(D\). If a zero rate, range implies constant distance between the robot and obstacle. The system presents a nice and simple model that allows real time representation of the relative motion between robot and obstacle.

### B. Mobile Robot Kinematics

The kinematic configurations of the mobile obstacle are given by

\[
x_i = v_i \cos \theta_i
\]

(9)

\[
y_i = v_i \sin \theta_i
\]

(10)

\[
\theta_i = \omega_i
\]

(11)

The distance between the robot \(R\) and the obstacle \(D\) is given by

\[
l_{\nu\nu} = \sqrt{(y_g - y_s)^2 + (x_g - x_s)^2}
\]

(12)

where \(l_{\nu\nu}\) is distance between robot \(R\) and obstacle \(D\). The line-of-sight angle \(\varphi_{\nu\nu}\) is the angle which is made by the line of sight \(l_{\nu\nu}\) and it is given by

\[
\cos \varphi_{\nu\nu} = \frac{|D_s - D_i|}{\sqrt{(D_s - D_i)^2 + (D_i - D_s)^2}}
\]

(13)

\[
\sin \varphi_{\nu\nu} = \frac{|D_s - D_i|}{\sqrt{(D_s - D_i)^2 + (D_i - D_s)^2}}
\]

(14)

### C. Navigation Process

Kinematic-based linear navigation laws are used to navigate the robot toward the final goal [7]. A linear navigation law is given by

\[
\theta_i = M \gamma_{\nu\nu} + c_1 + c_0 e^{-\alpha}
\]

(15)

where \(\theta_i\) is direction of mobile robot, \(M\) is navigation parameter, \(\gamma_{\nu\nu}\) is angle of line of sight, \(c_0\) and \(c_1\) are direction terms and \(\alpha\) is given constant for heading regulation.

Fig. 3 shows simulation result of trajectory planning for the mobile robot motion from a start point to the final point. We can see changing navigation parameters give us different trajectories to follow for mobile robot.

Fig. 4 shows simulation results for instant path planning while robot moves in a dynamic environment with moving obstacles.

![Fig. 3 An illustration of the used approach, where the initial configuration is satisfied by the choice of the control law parameters](image)
III. IMPLEMENTATION OF THE KALMAN FILTERING

We use the Kalman filter that is used for estimating position and orientation of the robot to combine sensors information. In our used method, we combine the rotation encoder data with camera data, using the error model method to estimate more reliable position. Fusion of the odometer sensor and camera information, and more accurate position estimation can be acquired. Fig. 5 shows the position \((x, y, \theta)\) estimated by camera combined with position \((x_c, y_c)\) and angle \(\theta_k\) measured by odometer.

From the position estmator, we get the new estimated position for the mobile robot after fusion of the camera and encoder’s information through the Kalman filter, as \(x, y, \theta\). Using the above error models, we design the indirect feedback Kalman filter as the following state equations of the system:

\[
x(k+1) = A(k)x(k) + w(k) \quad (16)
\]

where \(v(k)\) is measurement noise. It is assumed that \(w_k(k)\) and \(v(k)\) are zero-mean Gaussian white noise sequences. \(A(k)\) are system matrices \([3]\).

IV. ROBOT DESIGN AND ITS APPLICATION

We design the training robot that is a mobile mini-robot, completely programmable in C and especially developed for educational purpose at the electronics department of school of information and communications technology, Mongolian university of science and technology (MUST), Mongolia. Assembly is simple for experienced electronic technicians and feasible for a novice. As for assembly, only our prepared printed circuit boards (PCB) and standard parts used as shown in Fig. 1. For programming, we use freeware only. Therefore, training robot is suitable tool or product for the introduction of processor-controlled amateur electronics, projects in schools and universities, studies and adult education centres. Special tools, which are freeware for private users, have been used for all electronic development phases and software design, proving how robots can be designed without using expensive tools or machines Fig. 6.

Training robot is equipped with a RISC-processor and two independently controlled motors, four status LED, four photo resistor sensors for line tracer, two collision-detector switches, two odometer-sensors, keyboard controller and a wireless communication set for programming and remote control by a PC, see Fig. 7.
Fig. 8 shows the real simulation results that combine our robot navigation system with path planning simulation based on concept of virtual space using Matlab.

![Implementation of control system](image)

**V. CONCLUSIONS**

In this paper, we suggested the path planning algorithm based on concept of virtual space for collision detect and avoid obstacles in dynamic environment. The notion of the virtual plane can be combined with various classical methods for path planning and navigation in dynamic environments. We fast measuring method using a sensor's fusion to correct position errors in robust localization scheme and found the sensor fusion approach is better than single sensor approach. Also, we designed our training robot whose name is LION robot and combine this robot navigation system with path planning simulation based on concept of virtual space using Matlab. Then we obtained good results of real experiments.
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Abstract— This article shows the results of analysis of cultural studies academic program taught Mongolian Universities. We are introduced to innovate and improve outcomes about curriculum of Introduction to Cultural Studies. Before other Mongolian Universities need to change the scientific study of Introduction to Cultural studies program in the current conditions of globalization is just one of problems. We assume articles introduced gateway postmodernist, deconstructionist theories and approaches to innovate a curriculum to publish textbook conform to the needs and handbook. And we viewed with the same update gateway that inside the many countries in US, in Europe, Asia and Africa, as a definition of Cultural studies.
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I. INTRODUCTION

The notion of culture, with a wide range of academic study, because surely it should be studied and appropriate position and field of the social sciences. Our researchers understand the culture represented by the culture. " Britannica" dictionary; culture is defined as is wisdom in considering the role of social institutions. This intelligent concept is similar to literary criticism, philosophy, sociology, anthropology, history, records, and value. Culturology is the Eastern European, cultural studies can be a term used in Western Europe. It shows that these countries every culture qualification prepares professionals understand that the study narrowed. Development and research of cultural studies in the Mongolian and developing experienced more than less time. But what are the major objects of cultural researchers? Where the theoretical and methodological sources? What is a study of the angle of view, our research feature? As such issues can still be sufficiently well defined. We found each other that three different "cultural studies" in the development of the program. These are the first of the Russian and then culturology in our culture emerging in modern-Soviet Russian science of translating that study. Researchers often have to translate that science of culturology (see the Radugin 1999, Tumurbaatr and Tumurkhuyag 2001, Gurevich 2004 and Dorjdagya 2010). Secondly, the US anthropologist Leslie White, a trend of anthropological research preached about studying any culture called culturology. According to read the works he published in 1949, Culture, Science, human culture and civilization studies, (see the Science of Culture; A Study of Man and Civilization) he mentioned that some studies are made on the basis of a science. His culturology as the name has been studied as a methodology and theoretical approach of the culture (see the White, 1949). Thirdly, culturology in America and Europe, Origin of the Sciences in 1964, counting from the established Center for Contemporary Cultural Studies University of Birmingham. Some authors have recently become a popular addition to the use of the the term rather culturology translated into English in their professional and research areas (see the Monkh-Erdene, 2014). These conceptions are clearly many for something different, such as the origin of history, theory, methodology, and angle to see the objects and issues. Great high school curriculum and Russian researchers are the same with relative culturology but are used in any other science the term of Cultural studies. And the origin appears not believe that in uncoordinated US anthropologist Leslie White basis set research trends and the scientific basis for any such item is the origin of the Russian-culturology study of Culture. Which of the three studies on culture what we have taught university students? Any consideration of what are we doing? Which direction would be closer to the world standards and hold what? Will that should answer the first question.

II. CULTURAL STUDIES IN MUST

"Cultural Studies" major opens the 1998~1999 of the school year and are taught the basic education and specialized courses. Over 16 years, "Cultural Studies" 10 times prepared in bachelor's degree 146 specialists, master's degree 40, doctor's degree 12 career specialists graduated. Employment of graduates are working 100% , is a graduate of 44. 4% in the profession of which, 55. 6% in other sectors. Now bachelor 25 students and 1 M. Sc and 2 Ph. D study.

Cultural studies academic programs specialized units on MUST Engineering undergraduate studies and was selected since 1998. Cultural Studies academic programs conducted 16 years experience in engineering schools. Every semester about 500 bachelor students selected this courses. But the Cultural Studies academic program was defined just general overview on culturology in recent years, cultural history seems program is taught for a long time. Therefore, the upgrade program has encountered a problem we need. To develop from government common requirements adopted policy, the Ministry of Education towards the higher education program, MUST's mission and policies, international engineering education CDIO system, liberal arts education as the quality of edu-
cation and programs in accordance with the international standard, such for Cultural Studies academic program is to develop curricula. Social and cultural rights to develop the current program, a common form MUST and Mongolian all Universities not only in freedom, we need publish sample textbook, it’s Cultural studies new theory of postmodernist, de construction and approach. The key to initiate the introduction of research and training because we cultural studies program is to develop a critical need, validity and importance to society.

III. ANALYZE OF CULTURAL STUDIES ACADEMIC PROGRAMS

The United States, such as the Stanford academic program called Cultural Studies in Stanford University, Victoria University, Georgia State University and the Association of Cultural Studies, Canada, England explained quite a few university cultural studies comparative research focus of academic programs as well as research organizations and professional associations. We are selected Mongolian some universities;

1. National University of Mongolia;
2. Mongolian University of Science and Technology;
3. University of Humanities;
4. University of Law enforcement;
5. University of Culture and Art;
6. Institute of Chingis Khan.

Cultural Studies Introduction course credit hours and tutorials taught in schools is shown by Table I below. Many schools have time for 2 considered more credit 16/32 lectures.

### Table I

**ACADEMIC CREDIT FOR EACH SCHOOL**

<table>
<thead>
<tr>
<th>No</th>
<th>Universities</th>
<th>Credit</th>
<th>Lecture / Seminar Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>National University of Mongolia</td>
<td>2</td>
<td>Lecture 16 hour, Seminar 32</td>
</tr>
<tr>
<td>2</td>
<td>University of Humanities</td>
<td>2</td>
<td>Lecture 30 hour</td>
</tr>
<tr>
<td>3</td>
<td>MUST</td>
<td>2</td>
<td>Lecture 16 hour, Seminar 32</td>
</tr>
<tr>
<td>4</td>
<td>University of Law enforcement</td>
<td>2</td>
<td>Lecture 32 hour, Seminar 32 hour, Practice and Laboratory 32 hour</td>
</tr>
<tr>
<td>5</td>
<td>Institute of Chingis Khan</td>
<td>3</td>
<td>Lecture 32 hour</td>
</tr>
<tr>
<td>6</td>
<td>University of Culture and Art</td>
<td>2</td>
<td>Lecture 32 hour</td>
</tr>
</tbody>
</table>

**Table II**

DIFFERENCES AND SIMILARITIES IN ACADEMIC PURPOSES

<table>
<thead>
<tr>
<th>No</th>
<th>Universities</th>
<th>Differences</th>
<th>Similarities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NUM</td>
<td>People and social, environmental, scientific, ethnic and language related factors of culture</td>
<td>1. The importance of cultural research</td>
</tr>
<tr>
<td>2</td>
<td>University of Humanities</td>
<td>Fenomen and cultural definition, relations between speech and Culture</td>
<td>2. Problems of human and social cultural relations</td>
</tr>
<tr>
<td>3</td>
<td>MUST</td>
<td>People and social, environmental, scientific, ethnic and language related factors of culture</td>
<td>3. The national culture and development</td>
</tr>
<tr>
<td>4</td>
<td>University of Law enforcement</td>
<td>Mongolian tradition, the ethnic characteristics, people prefer the wicked and the concept of decoration, climate and traditional knowledge</td>
<td>4. Universal culture and anthropology</td>
</tr>
<tr>
<td>5</td>
<td>Institute of Chingis Khan</td>
<td>Civilization and cultural anthropology</td>
<td>5. Function of culture</td>
</tr>
<tr>
<td>6</td>
<td>University of Culture and Art</td>
<td>Modern culture, influencing factors and cultural heritage of tradition and innovation</td>
<td>6. Mongolian tangible and intangible cultural heritage</td>
</tr>
</tbody>
</table>

Table III by the content is shown when comparing the academic content of different or the same side with some of the top universities Mongolian culture rather than science content of academic studies or ethnic studies like this are beyond the content of the lessons that we tell the world and a too-grade localized and isolated.

However, Table II by following, shown by comparing the difference and the same aspects of higheducation

· 110 ·
Table III
DIFFERENCES AND SIMILARITIES IN SUBJECT MATTER

<table>
<thead>
<tr>
<th>No</th>
<th>Universities</th>
<th>Differences</th>
<th>Similarities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NUM</td>
<td>Cultural history, the famous concept of cultural agents are written and communication skills</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>University of Humanities</td>
<td>Explore the importance of the concept of culture in the social and cultural development</td>
<td>Basic understanding of the culture and the provision of culture and nature, structure, material, and intellectual cultural commonalities and unique situation, development patterns</td>
</tr>
<tr>
<td>3</td>
<td>MUST</td>
<td>Provide comprehensive knowledge of the culture</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>University of Law</td>
<td>Nomadic culture, civilization and Mongolian image and hold national trends</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Institute of Chingis Khan</td>
<td>Independent study of scientifically concept of culture</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>University of Culture</td>
<td>Humanities education to cultivate the human personality</td>
<td></td>
</tr>
</tbody>
</table>

Table IV shows that compared different and similar aspects of student awareness shown is the national culture, cultural theory and social relations and cultural awareness in addition to aesthetics, ethics, religion eclectic mix science and ethnography science. Because professional and non-professional lecturers teaching their point of view.

Table IV Continued

<table>
<thead>
<tr>
<th>No</th>
<th>Universities</th>
<th>Differences</th>
<th>Similarities</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Institute of Chingis Khan</td>
<td>To study the presentations and in litigation with knowledge of the culture</td>
<td>1. Possession cultural functions of Public Relations</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2. To express own freely position</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3. Human development consists of Culture and How to join and build</td>
</tr>
<tr>
<td>6</td>
<td>University of Culture and Art</td>
<td>The cultural concept of ethnic nationalities</td>
<td></td>
</tr>
</tbody>
</table>

Similarities to provide academic skills:
1. working with people;
2. Human Relations;
3. society to behave properly;
4. Differences of academic skills;
5. University of Culture and Art-to understand and learn the basic steps of the world for the many country's cultural development;
6. University of Law Enforcement-Mongolian culture and recognize the historical conditions developed and be proud of him.

But Table V is Introduction to Cultural Studies academic programs indicate Mongolian universities that summarizes the US University of Georgia State University's academic program of Introduction to Cultural Studies. Such comparison, the difference came in many other things, how to solve this difference? To see that respondents in the opinion questions the article.

Table V
COMPARISON OF CURRICULUM"INTRODUCTION TO CULTURAL STUDIES"

<table>
<thead>
<tr>
<th>Mongolian Universities</th>
<th>Georgia State University</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecture I: The concept of cultural understanding, development and significance</td>
<td>Lecture I: Introduction</td>
</tr>
<tr>
<td>Lecture II: Cultural consideration attitudes and cultural model, cultural functions and universal culture and cultural anthropology</td>
<td>Lecture II: The Politics of Culture, (Barbie Nation Film)</td>
</tr>
<tr>
<td>Lecture III: Culture and Power Graeme Tuner, British Cultural Studies: An Introduction; Chapter 1 Karl Marx</td>
<td>Lecture III: Primitive culture and ancient religion forms</td>
</tr>
</tbody>
</table>
Although Mongolian universities lecturers teach each with their own different curriculum, they are talking about how to submit a standard curriculum taught science courses, aligned to different content is to change the academic program teams. Some lecturers teach specify the form of classes, such as historical and cultural philosophy and ethnography, 9 topics shown in the table above can represent all the universities in Mongolia. Table 5 only apply to universities in the 15 topics of the University of Georgia on the other side would like to emphasize that Canada, end duplication of some US and British universities. But the difference between the introduction of cultural studies course topics. University as the main patron students must be taught by a good teacher quality class should be no difference exercise topics and books. The university that offers a course to students and other teachers, different and interesting programs either because they are taught, and same topics, and lecturers are compete each other. But this does not mean to teach anything to anyone to teach within the already published and researched the topic.

Main problem is inconsistent with grade teaching academic content of the Mongolian state university by Western universities. Why should comply with it? Almost as popular science concept should serve the mind of the world’s universities, research institutions and science. One of the science should be our main concepts specified class universities of the world agree. If the core content, our concepts is dangerous little to establish the extent of the inconsistency, social and humanities as opposed to matter each other. Specific social and humanitarian sciences that are able to discover the common law has served frequently as science for centuries, probably like, So this feature to be carefully pondered, the world will not delay feet walking together fun social theory, will be misleading. In particular, researchers studying a mission, like the collapse of Mongolian socialist system following social and humanitarian sciences theoretical yield, new gates, current conditions and culture in search of development consistent with the world-class science of mind, and they will need to focus on that face us.

This perspective took considers students enrolled in the Western Cultural Studies founders as Richard Hoggart, creation of Raymond Williams, Stuart Hall has graduated from school, not a treatise. Some may be that our teachers are half-baked knowledge based on studies of their cultural studies. A simple example, when someone Mongolian culture are both studying in a university research career a student was moved to the school career as a foreign recognized a few of the lessons of a student, considered a credit. And what exactly does the opposite when we were walking a student at the University of Europe, to learn this profession? So if we Curriculum of cultural studies to introduce the combination of more efficient with every new legal adoption of emerging research topics in the industry, in addition to side change compared with Western cultural studies and their stars scientific and methodological and theoretical approach.

IV. CONCLUSIONS

Mongolian national universities with the same theory by already logged culturology of concern, which is revised curriculum of cultural studies? Because we already have mentioned, L. White's culturology studies of XIX century social evolutionary tendency of the theory itself from its strong critical, since published many research articles about the lack of any errors of modern social and humanitarian studies so that is already insignificant. Soviet countries has also improved the discretion side replaced by soviet-style culturology-western cultural studies and compensate for your shortcomings. We have reason that these standards do improve their research approaches and theoretical methods to follow.

Once we have developed, "Introduction to Cultural Studies" program for Mongolian universities of liberal arts education system log. In addition, books translated textbooks and compromise Mongolian soil and knowl-
edge that students give our students even go landing elsewhere. Refer to Table VI of the revision, the proposed program.

<table>
<thead>
<tr>
<th>Week</th>
<th>Topic</th>
<th>Lecture hour</th>
<th>Seminar hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The objective of the cultural studies, research object, research methods and approaches.</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>The concept of culture, cultural characteristics and importance.</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Theories about the origin of culture and cultural roles and functions. Cultural anthropology.</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Ancient Western and Oriental cultures; (Egypt, Mesopotamia, China, India, Meso America, Greece and Roman culture).</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Medieval culture; (Byzantine, Slav) Christian influence in European culture.</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Renaissance culture Western global cultural new stage (a new flow of ideas)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>Cultural crisis and trends in contemporary cultural theory</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>The Mongolian cultural policy; (1921-1940), (1940-1990) (Cultural Rights in the Constitution)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>The tangible and intangible cultural heritage</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Communication skills and culture (Independent culture of human relations), (individuals social cultural roles)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>Popular culture and sub-culture, youth culture Multiculturalism</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>Urban Culture (urbanization and culture shock)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>Daily life culture Leisure time</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>Media, representation and the cyber culture</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>Specific professional culture</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>Cultural freedom and globalization</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

And professional lecturers is the need for efforts to teach Introduction to Culture Studies are taught the academic quality and the latest knowledge and information theory to law-free entry to foreign countries Mongolian and Mongolian researchers have inhibited the specific conditions of outer space. Consequently, the situation is already to create the conditions foundations of Cultural Studies science discipline or order, established research sector has scientific fields likely, but not certain order and chaos, who teaches an amateur field. Any sane stone three pillars necessary for an independent science sector priorities of the scientific theory of history, objects, professional experts to find among its sciences building.
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\textbf{Abstract}— Software Defined Network (SDN) is a kind of novel style network different from legacy OSI structure which makes the transmission and control logic decoupled, namely, control plane as well as data plane. With the development of SDN, variety of network function virtualization (NFV) appears, and in the same time brings an opportunity to survivability enhancement to study. In this paper, a technology of autonomic growth for survivability is proposed, and meanwhile the feasibility of self-configuration for cognitive network under SDN is discussed.
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\section{Introduction}

In recent years, Internet has become the current generic real-time computer network. With the popularity of computer network, various types of mission-critical systems are gradually becoming more and more networked in order to achieve remote operation and enlarge application scale. However, there exists a considerable risk in the mission-critical system due to the openness and complexity of the network, the design defect of hardware and software systems and the inevitability of human errors and other factors. These systems, once destroyed, are sure to cause failure, and it will have a huge impact on the national economy and people’s lives.

It is hoped that the software system, even if encountering an accident, an attack or a system failure, can continuously and stably provide critical services, for it is the only way to improve the survivability of the system. To meet the requirements of the growth of system survivability, the system needs to implement dynamic allocation in the structure, behavior, properties and other aspects of self-sensing module according to the perception of the external environment and the results of the feedback event handler during the operation, and autonomic regulation. As the new network architecture, SDN (Software Defined Networking) not only separates the controlling and forwarding, but also achieves a programmable centralized control. The core idea is to separate the control plane of network and the forwarding plane of data. That is to say, control power can be separated from network devices. By doing so, some related software platforms centralized in the controller layer can be utilized to flexibly distribute network resources according to the needs by using the underlying hardware which is programmable. Besides, it can also turn resources into an IT service, which is able to be provided to customers by automated processes and software. So far, it has become the most popular research directions in the field of network in the world.

\section{Software Defined Network}

SDN was originated from the “Clean Slate” subject in Stanford University (one top American university). The subject was funded by the US project—GENI, aiming to improve the existing traditional network architecture. As soon as this new network architecture appeared, academic and business communities showed their enthusiasm. There is no doubt that SDN is one of the hottest technologies currently, for it has broad prospects and great research value. Besides, as a new implementation of network architecture, it has brought new vitality and challenges to traditional network.

\subsection{A. The Definitions of SDN}

Currently, SDN is divided into about two kinds.\cite{1} Generalized SDN; referring to those open interfaces of application resource, and network architecture which can be implemented in software programming control.\cite{2} Narrow SDN; referring to those that meet the requirements of ONF (Open Networking Foundation), and software-defined network which is standards-based OpenFlow protocol.

The basic idea of SDN is the traditional network architecture and network control network, forwarding tightly coupled relationship decoupling. As a result, they build the open, programmable network architecture. In simple terms, SDN can be separated from the control of the traditional network equipment out, and then passes control to the centralized controller management, without relying on the underlying network equipment (switches, routers, firewalls, etc.). It not only shielded from the bottom differences in a variety of network devices, and because of foreign control is completely open, so users can follow their own ideas and needs to define any network routing and transport policy rule you want to achieve, making the system more flexible and able to meet the intelligent user it needs.
B. The Profile of SDN

SDN is a kind of separation of data and control of software programming to achieve the new network architecture. Shown in Fig. 1, SDN is divided into three planes and two interfaces.

![The architecture of SDN](image)

Fig. 1 The architecture of SDN

Infrastructure Layer: which includes some network elements, each network element can provide network traffic. Wherein the network device can be either a hardware switch, the virtual switch may also be, e.g., OVS, of course, can be other physical devices, such as routers, firewalls and so on. All forwarding entries are stored in the network device. The user data packets are processed in this layer, forwarding.

Southbound interface: infrastructure located between plane and control plane, responsible for data exchange and interoperability SDN controller and network elements. OpenFlow is the most famous work in the south to the protocol interface.

Control Layer: this layer comprises a controller and a network operating system in two parts, of which the most important is the SDN controller. SDN network controller is the central component of the control network traffic. As an important task, it is responsible for processing the data plane resources, maintaining global view of the network and network devices in the network information collection. They form the strategies according to the demand generation strategy, send a stream under the policy table and then control the behavior of the network. A SDN network controller may have one or more, between multiple controllers can be master-slave relationship, it can be a peer relationship. One controller can control multiple devices. Of course, a piece of equipment can also be controlled under multiple controllers. Under normal circumstances, the controller is running on a separate server.

NBI: located between the control plane and application plane, the upper application gets the underlying interfaces to network resources through the north, and by NBI to send data to the underlying network. The simplest, most traditional NBI is CLI, SNMP; the most popular NBI is REST API interface.

Application Layer: includes a variety of applications, open programming interfaces and network view provided by the control layer, allowing user-defined network control and network services logically by software. Application layer is to provide users with services, including load balancing, security, network performance monitoring, including congestion, delay and other network performance testing and management, topology discovery, and many other services. These services will eventually software applications presented in a way out, and they may be located on the same server with controller, it can also run on other servers to communicate between them with the controller via the communication protocol.

The basic characteristics of SDN include: standardization for centralized control and forwarding control after the separation, open standardized interfaces between the control planes and forwarding plane supports flexible software programming. Centralized network controller in a centralized manner in the various devices on the network control and management, always monitor the status of the entire network, making it possible to reduce the consumption of resources and the exchange of information transmission, and can be optimized for global control. Flexible software programmability, making automated management and control capacity of the network has been improved, can effectively solve the current scale of resources faced by network system expansion is limited, network flexibility is poor, it is difficult to quickly meet the demand for services and other issues.

C. Related Technologies

The core of SDN technology is OpenFlow. OpenFlow was first put forward by Professor Nick McKeown and other researchers at Stanford University. It was initially unable to overcome the innovation on Internet, the real network is simple, easy to achieve and produce, which SDN has a common goal, and thus it has been widely attention. OpenFlow is a network device specification by itself, this specification includes the network infrastructure layer forwarding device OpenFlow switch the functional requirements and the basic components, and it is responsible for the switch controller or remote control to a network in OpenFlow. OpenFlow controller cluster OpenFlow agreement. OpenFlow agreement refers to the switch controller and the communication between OpenFlow followed protocol. In OpenFlow network, the main task of a switch is to receive various instructions delivered by the controller, and then following the instructions to switch the incoming data stream which is processed and forwarded. Therefore, OpenFlow switch function can be divided into two parts, one is the data plane which is responsible for transmitting and dealing with the data stream, the other part of the control plane is responsible for communication, the reception controller send control messages to the controller, as convection table to be processed, etc., but also its status will switch
to upload information to the controller. OpenFlow controller is responsible for maintenance and monitoring of the entire network information, such as network topology, network resources, so as to analyze the processing and forwarding for a variety of data streams, and then send to the switch, according to analysis by the switch out of the policy processing and forwarding data stream.

III. SURVIVABILITY ENHANCEMENTS

Survivability enhancement provides the important research content as survivability, and it aims at surviving ability about changing system for exploration and research technology. Throughout the history of the development about computer security technology, the first-generation security technology mainly studies the method to prevent the main attack, such as firewalls, encryption technology. The second-generation security technology mainly studies how to successfully find technical intrusions, such as various intrusion detection technologies. With the expanding scope of the application of computer, all kinds of application system came into being, at the same time, the outside world for the attacks and intelligence systems are also increasingly diverse, which leads to the first-generation and second-generation security technology want to shut out the intruder security technology completely is no longer feasible, so the third-generation security technology appeared, it realized if computers want to avoid attacks, the invasion and failure is not completely possible, so professors do not pursue the absolute security system, they put focus on research how to ensure the completion of the core mandate of the system to minimize intrusion and malicious attacks on the system of negative damage. Survivability enhancement technology is generally taken as the third-generation security technology of security systems.

At present the most common enhancement technology is supported by diversity redundancy, threshold mode and isolation repair technology. And diversity redundancy includes redundancy resources, the redundancy method, temporal redundancy and redundancy. But the cost of redundancy is often too high, so the redundancy technology has not been widely used. Threshold mode has been widely recognized certification system survivability, enhancing storage system design, but the viability of the system is affected because asynchronous environments share secrets. Although the cost of isolation and remediation pay few, it cannot tolerate large-scale physical failures and natural disasters, which undoubtedly will affect the survival of the system enhancing. Depending on the different applications, a number of security technologies can also be suitably applied to enhance survivability studies, such as encryption, digital signatures, authentication and other traditional security technologies.

IV. SELF-CONFIGURATION TECHNOLOGIES FOR SURVIVANCE

To meet the system requirements for enhanced survivability paper borrowed from the ideological configuration, the system has the ability to self-configuration, and the system can ensure that in the absence of human intervention in case of intervention or less under good run. On the basis of a comprehensive study on the SDN and survivability enhancement technology, it is proposed based SDN survivability enhancement self-configuration technology, and there are two key research directions: network resource virtualization and system self-configuration technology.

A. SDN/NFV

To meet the system requirements for enhanced survivability paper borrowed from the ideological configuration, the system has the ability to self-configuration which can ensure that in the absence of human intervention in case of intervention or less under good run. On the basis of a comprehensive study on the SDN and survivability enhancement technology, it is proposed based SDN survivability enhancement self-configuration technology. There are the two key research directions: network resource virtualization and system self-configuration technology.

Network virtualization technology is similar to storage virtualization and server virtualization, for the underlying physical network resources abstracted into a resource pool to allow multiple virtual networks to dynamically access network resources, control network devices, network traffic management so that they can be used transparently between multiple virtual networks \[^{2}\]. In the SDN architecture, state of the switch, link information and network topology information can be obtained through a centralized controller, which is well supported virtualization technology in the development of abstract network resources network. Network virtualization technology can shield the underlying physical devices heterogeneous differences, so that a plurality of logical isolated virtual network can coexist on the same physical network, each virtual network can use your own protocol architecture, and not each other influence, and capable of rational allocation of the entire network node and link resources based on dynamically changing user needs, support a variety of network architectures, network protocols, network systems to run simultaneously, effectively improve the utilization of resources.

Virtualization of network resources is done through a corresponding virtualization technology. The first valid network resource should be virtualized, so that resources can be reasonably allocated. The critical core issue of Virtual network mapping is to set up a reasonable correspondence between the underlying physical topology node resources and physical paths and virtual network virtual nodes and virtual link.
Traditional network virtualization solutions are on the physical network by adding multiple virtual nodes and virtual links to either build an entire virtual network topology, under this scheme, network management need to manage each network node, which makes network management has become extremely complex. If the entire network as a router can reduce this complexity, this virtual network service providers will no longer need to manage the entire network will be able to deploy the services it provides, but also to make the physical network platform provides a more user-friendly use. SDN virtualization technology is mainly used to obtain information and the state of the entire network through centralized controller, and then use this information to network resources abstracted, and then can abstract over resources division and isolation, and can finally take advantage of the unique SDN programmatic definition of the control logic, control logic defined in accordance with the use of virtual networking resources. SDN-based network resource virtualization first needed to solve the network resource virtualization, network virtualization, followed by the distribution of resources and, finally, monitoring and adjustment of network resources.

Since SDN network equipment hasten the good network programmability, network management and network studies the human eye can easily control network devices, deploy new network protocol. SDN network control plane and data plane are separated, allowing users to define their own virtual network, define their own rules and network control strategy, network service providers to provide users with end-controlled network services, even in the hardware adding new applications directly on the device. This programmable network platform not only to unlock the software and network link between a specific hardware, but also the intelligent network software and hardware are fully integrated high speed, making the network smarter and flexible.

B. Self-Configuration on SDN

Because of the complexity of software systems goes on, its function is also becoming stronger and stronger. However, the system is also more complex to software configuration, and traditional software configuration is done manually, which is time-consuming and laborious. Besides, the system's credibility is also not high. By giving the software the ability to self-configure, the computer may be enabled to independently allocate the resource configuration and components, improving the credibility of the system, which can solve the traditional software configuration flaws.

(1) Autonomic Computing and Cognitive Network

With the development of technological advancements, it not only makes computer network become more open, but the scope of its application is also increasingly expanding. Gradually penetrated into people's daily life, people are more and more dependent on software systems continue to improve, with the number of users increases, customer service and safety needs of the application on top of software systems is also raising. Users want their software used by the system in a timely manner to perceive the software system, the external environmental change, and can be configured to automatically adjust itself by components and resource allocation, allows the system to be able to provide normal service, in any cases necessary, to meet the users high demand for trusted systems. However, the traditional network architecture can only rely on manual configuration of the system to adjust, and the current software does not take the initiative and its own operating environment perceived behavioral state, so the traditional network architecture and cannot meet the high users of the software trusted demand. In order to meet users' demands for high-trusted software systems, we need to improve the current traditional network architecture. The introduction of self-configuring autonomic computing ideology will add some attributes to the current self-regulatory system in the network, which makes the software system can perceive the system internal and external environment, and internal systems in real-time dynamic configuration, and "with technical management technology"'s smart idea.

IBM's autonomic computing thought was first proposed in 2001, and the idea was inspired by the main body of complex autonomic nervous system. Autonomic computing refers to the system of the entire network system hardware resources dynamically and proactively adjusted according to the needs of the dynamic changes within and outside the system, in order to manage and improve its own. That is autonomic computing is an emerging approach to systems management, implementation of the system can be realized even in the case of a small amount without human intervention, "self-configuring" "self-optimization" "self-healing" "self-protection", and ultimately "with technology management", the idea.

Cognitive network is a natural extension of autonomic computing from single or cluster level to the level of the network, which will be introduced into the network of biological self-regulatory level. Furthermore, the system is designed to achieve a high level of brain cognitive intervention.

(2) Status of Researches

Self-configuring is one of the most important attributes in autonomic computing the main goal of which is to be able to customize the system to configure the system to achieve autonomic computing in autonomy, that is to say, it also requires the system to be able to in the case of little or no intervention, automatically complete a variety of such repair, optimization, protection and other activities. For the current study self-configuring autonomic computing has begun to take shape. For example, literature [3] proposed a dynamic self-configuration framework to address QoS traditional network users on the system cannot be directly applied to QoS such as integrated services and differentiated services, etc. Next generation network (NGN) in this issue, drawing on the concept of self-configuration, and this framework into the utility function and interrupt mechanism, which used to represent the user utility function QoS priority inter-
rupt mechanism is used to dynamically correct transmitted data packet process priority. As a result of active self-configuration feature for users, QoS issues falling under network congestion situation has also been improved accordingly. Literature [4] introduces a highly flexible component architecture, this architecture are mainly used in automotive control systems, architecture is a real-time self-configuration, it can be configured to support distributed dynamic context-aware behavior. The highly scalable architecture, through the appropriate parts of the software at the same time embed a plurality of different dynamic decision points, utilization of dynamic decision point rating generated automatically take the appropriate configuration actions, and can realize the current software operating status were evaluated.

Nizar Msadek, et al. presents an organic computing system with a reliable, scalable, fault-tolerant and self-configuring algorithm [5], which aims on the one hand in order to load the service on average a distribution node as a typical load balancing scheme, on the other hand, in order to add services with different levels of importance to the node, making it more important services on a more trusted nodes can be assigned to. Moreover, the algorithm further comprises a failure handling mechanism, making the system even in the case of a fault in the system can still continue to host service which gives a perception can dynamically load changes [6], and dynamically customize the system to adjust the configuration parameters of the adaptive middleware configuration framework that is layered queuing network performance prediction model based on the guidance of search optimal resource allocation, allows the system to have the ability to self-regulate, able to adapt to changes in the environment, in order to meet user Qos, Literature [7] and P2P Mobile Agent technology combined while adding self-configuration feature, on this basis, the proposes of a system based on self-configuring architecture policy, the establishment of a BestPeer P2P system, the system can be based on policies independent configuration of various components, assemblies, and a set of self-configuring system assessment methods, examples of the evolution of the system can be configured to analyze the nature of the system.

(3) Feasibility Study

A self-configuring software system includes five aspects; external environmental factors, the managed resource, context-aware, self-configuring, and self-configuring policy managers. Among them, the managed resource by the passive configuration, self-configuring and self-configuration manager policy belongs to the configuration of the main activities of the initiator and executor, environmental awareness is a bridge connection between them. The main task of environmental perception is responsible for the underlying environmental information forwarded to the upper application, and it provides configuration motivation. Since the configuration manager to be responsible for collecting environmental information for analysis, planning, decision making, self-configuring finalize behavior based on self-configuring policies dynamically. Although currently self-configuration technology has several ways to achieve, all relevant fields are relative to them. The traditional self-configuring software technology has been unable to adapt to the current complex computing environments.

SDN will be removed from the control of network devices out, and can be centrally controlled by a user-defined program, not only can mask differences in the underlying physical device, and the controller according to the underlying network device status of resources in a timely manner and configuration management, and allocation of resources with the concept of system administrators will.

Based on the above discussion, SDN platform based network self-configuration is entirely feasible.

V. CONCLUSIONS

With the current rapidly development of network technology and the continuous expansion of the network, the computer network has been widely used in many areas of government, military, education, scientific research, commerce, etc., which the security of all kinds of application systems also face a very high risk, the traditional network architecture can not meet the current security needs and survivability requirements of the system. SDN appears just to meet the needs of users to adapt to the current development of computer networks, SDN simplify current network devices to optimize network structure, making the network more and more flexibility, speed of response has been great improve. These advantages SDN-based SDN people's attention more and more, making the SDN has been rapid development, but SDN is still in the early stages of development, its development process, there have been many challenges, so it restricted to a certain extent, SDN development of. SDN-depth study on the current development of the computer network will have a profound impact.
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Abstract—A high-resolution and high precision spherical array beamforming method for sound sources localization based on virtual sources algorithm is proposed. By means of the spherical array beam scanning, the focused spatial spectrum of actual sound sources can be obtained and each scanning point is assumed to be the virtual sound source. The actual sources focused spectrum is the result of focused beam output by the entire virtual sources, and then high precision sound source localization can be realized by calculating the contribution of each virtual source to the sound field. Compared with the conventional methods, the performance of the proposed method under some influence factors, such as frequency, array aperture, sound field mode orders are analyzed. The simulation results show that this method is not limited by frequency and aperture of array, effectively reducing the spatial aliasing. The focused spatial spectrum indicates the higher resolution sound sources location and the stronger ability to suppress the fluctuation of the background noise.

Keywords—Spherical array beamforming, high resolution, sound source localization, virtual sound source

I. INTRODUCTION

Focused beamforming array signal processing technique is widely applied to the radiation noise detection and positioning of the aircrafts, automobiles and ships due to its good tolerance and simplicity. However, regular array is tended to achieve the blind scanning area. The spherical array can be widely used for sound field analysis and sound sources localization in three dimensions space for its symmetry and rotation.

The spherical array beamforming was first presented by Meyer and Elko\textsuperscript{1} to \textsuperscript{3}, and the sound field is decomposed into spherical harmonic function including the scattering sound field. And then, the sound sources can be located by using the orthogonality of the spherical harmonic function in three-dimensional space. Li, et al studied the design and optimization of array distributions based on the genetic algorithm\textsuperscript{4}, \textsuperscript{5}, which make the reduction of the side lobe in focusing spectrum, the undistorted steady focusing spectrum can be obtained through quadratic constraint on the weighted coefficient by using the least mean square algorithm (LMS). However, the amount of calculation is increased for the iterative optimization algorithm, and its performance is influenced by the number of array element, array aperture, sound field decomposition mode order, and the source frequency, resulting in the serious confusion, low resolution and unachievable accurate positioning for multiple sound sources\textsuperscript{6}.

A high-resolution and high precision spherical array beamforming method for sound sources localization based on virtual sources algorithm is proposed, which utilize the theory of conventional spherical beamforming and the structure and sound properties of rigid spherical array. The performance of array aperture, sound frequency and sound field modal order is analyzed. Results of simulation show that the method proposed can effectively suppress the confusing and obtain higher resolution, positioning accuracy and noise suppression capability. The positioning performance is not affected by the frequency and the influence of array aperture, which can be applied to detect the underwater low-frequency noise sources.

II. VIRTUAL SOURCES asHERICAL Array Focused Beamforming

In the direction($\theta, \varphi$), the weight coefficient can be represented as

$$W = \begin{bmatrix} w_1, w_2, \cdots, w_n \end{bmatrix}^T$$ (1)

In \textsuperscript{4}, $w_i(\theta, \varphi)$ is derived as following

$$w_i(\theta, \varphi) = \sum_{n=0}^{N} \frac{1}{2i^n b_n(ka) \sum_{m=-n}^{n} Y_n^m(\theta, \varphi) Y_n^m(\theta_1, \varphi_1)}$$ (2)

After complete scanning, the output of spherical Fourier transform focused beamforming (SFTFB) can be written as

$$F_{SFTFB} = W^U p$$ (3)

The maximum value from the focusing spectral means the direction of the sound source. The SFTFB algorithm has the advantages of easier implement and simple calculation process, but has the drawbacks such as low spatial resolution, bigger side lobe, false source in multiple sound source localization and sensitivity to environment. In order to overcome these problems, one need to utilize the correction factor and optimize the microphones layout\textsuperscript{4}, which increase the complexity of calculation. In view of this,
Rafael and Li et al. applied distortionless constraints and robustness constraints to the conventional spherical beamforming\cite{3,8}, transforming the SFTFB problem into a quadratic constraint spherical focused beamforming (QCSFB) optimization problem.

Minimum

$$W^T P W$$  \hspace{1cm} (4)

Distortionless constraints

$$W^T V(\theta, \varphi) = 1$$ \hspace{1cm} (5)

Robust constraint conditions

$$\|W\|_2^2 \leq T_\epsilon \hspace{1cm} (6)$$

The virtual sources method assumes that the sound sources exist in the scanning direction except the real sound source. The vector $X = [x_1, x_2, \cdots, x_N]^T$ is set to the sound source vector in the scanning plane, where $x_i$ is the amplitude of the $i$th virtual sound source, $r_i$ is the distance to the array for each scan point, $\theta_i$ is the pitch angle, $\varphi_i$ is azimuth angle. The received sound field of $l_{th}$ microphone can be written as

$$p_i(ka, \theta_i, \varphi_i) = \sum_{n=1}^{M} x_n \sum_{i=0}^{N} 4\pi i^n b_n(ka)$$

$$\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} Y_n^m(\theta_i, \varphi_i) Y_m^0(\theta_i, \varphi_i)$$

$$= \sum_{n=1}^{N} x_n B_n$$ \hspace{1cm} (7)

$$B_n = \sum_{n=1}^{N} 4\pi i^n b_n(ka) \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} Y_n^m(\theta_i, \varphi_i) Y_m^0(\theta_i, \varphi_i)$$ \hspace{1cm} (8)

So we have focusing output in the scanning direction ($\theta, \varphi$) from (3) and (4)

$$F(\theta, \varphi) = w_1(\theta, \varphi)p_1 + w_2(\theta, \varphi)p_2 + \cdots + w_L(\theta, \varphi)p_L$$

$$= \sum_{i=1}^{L} w_i(\theta, \varphi)$$

$$B_i^* w_i(\theta, \varphi)$$ \hspace{1cm} (9)

Because of the virtual sound sources is no contribution to the sound field, the scanning results should be the same as the SFTFB result. The output at each scan point is equal to the sum of all virtual sources beamforming. The output matrix can be written as

$$F_{\text{SFTFB}} = DX$$ \hspace{1cm} (10)

where $M$ is the number of scanning points, and $D$ is represented as

$$D = [B_1 \omega_1(\theta, \varphi_1) B_2 \omega_2(\theta, \varphi_1) \cdots B_M \omega_M(\theta, \varphi_1)$$

$$B_1 \omega_1(\theta, \varphi_2) B_2 \omega_2(\theta, \varphi_2) \cdots B_M \omega_M(\theta, \varphi_2)$$

$$M$$

$$B_1 \omega_1(\theta, \varphi_M) B_2 \omega_2(\theta, \varphi_M) \cdots B_M \omega_M(\theta, \varphi_M)$$

So the amplitude of each virtual source is

$$X = D^{-1} F_{\text{SFTFB}}$$ \hspace{1cm} (12)

The real sound can be located by the scanning point which has the largest amplitude. This method is named virtual source spherical array focused beamforming (VSSFB). The basic idea of this method is that the actual beamformer result is the contribution of all the virtual sound sources, and the amplitude of the sound sources shows the contribution of the virtual point source to the sound field, which determines the position of the sound source. The method proposed not only has advantages of avoiding the complex process in solving the optimal weighting, simplifying the operation, but also improving the precision of positioning and eliminating the confusion due to the sidelobe interference and low resolution at low frequency through the conventional beamforming.

\section*{III. THE SIMULATION ANALYSIS OF VSSFB}

The virtual source method of sound source localization algorithm brings the acoustic inverse problem and the ill-posed nature of solving process due to the inevitable measurement error within the sound pressure data, making the serious deviation from the true solution. Therefore, regularization filter technology must be used for suppression and filtering the smaller singular value. In the paper, the truncated singular value filtering method (TSVD) is applied to removing the impacts.

The target sound source localization through the method is validated with the setup of the spherical microphone array is described as earlier in this paper. The sound sources are located at the positions $(90^\circ, 140^\circ)$ and $(140^\circ, 250^\circ)$. In order to compare the low-frequency performance, the dimensionless frequency $ka = 1$, and the search step is $0.5^\circ$, also the SNR = 20 dB.

The sound source localization results of three methods are shown in Fig. 1. At the low frequency, many false sound sources are appeared by using the SFTFB. The sidelobe can be eliminated with the implementation of QCSFB, but the spatial resolution is not high for the location accuracy of multiple sound sources. As shown in Fig. 1(e), the resolution can be greatly improved without sidelobe by the method proposed, and the sound sources are clearly visible, which obtain high resolution sound sources location results.
dimensionless parameters $ka$. Though the SFTFB in $ka < 1.5$, the MSL is almost the same with main lobe level, resulting in the presence of large amounts of false peak and incorrect results, just as shown in Fig. 1 (a). After quadratic constrained optimization, the MSL is greatly reduced, but the main lobe width is too wider to achieve high spatial resolution and multiple sound sources location, just as shown in Fig. 1 (b). However, the sound source localization error by the proposed method is not affected by the parameter $ka$, achieving significantly higher accuracy of sound source localization than other two methods. The multiple sound sources can be distinguished by high enough resolution and low sidelobe level. This method proposed can be used for high precision beamforming at full frequency, just as shown in Fig. 1 (c).

Fig. 3 shows the influence of modal order to localization performance. Because of the three methods all have good performance in $ka = 3$, which is shown in simulation results in the previous, we choose $ka = 3$, and 64 microphones as simulate parameter. When $N > 6$, the error and MSL are increased obviously by SFTFB, and the sidelobe interference will appear because the modal order is limited by the number of microphones, which is given in literature [7] $L > (N + 1)^2$. When $N < 6$, the performance of QCSFB is improved with the increasing of modal order. Its performance is no longer influenced with $N > 6$, and the localization error is not zero. However, the method proposed can have very high spatial resolution and obtain invariable positioning error, which is constant zero. The main beamwidth with satisfied MSL is decreased with the increasing of modal order and is consistently lower than other two methods. Therefore, in practical application, we select the appropriate modal order according to the resolution requirement by the VSSFB to achieve high precision sound source localization.

As shown in Fig. 2, the localization performance has been demonstrated by the three methods with different
IV. CONCLUSIONS

Utilized the spherical array beamforming for three-dimensional multiple sound source location, a high precision spherical array beamforming method for sound sources localization based on virtual source algorithm is proposed. By means of the spherical array beam scanning, the focused spatial spectrum of actual sound sources can be obtained and each scanning point is assumed to be the virtual sound source. The actual sources focused spectrum is the result of focused beam output by the entire virtual sources and then high precision sound source localization can be realized by calculating the contribution of each virtual source to the sound field. The simulation results show that the method proposed can effectively eliminate low resolution, greater lobe effect and poor performance at low frequency by using the traditional algorithm. Further, the method has the advantages of background noise suppression and good stability.
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In the last years, sensor networks have increasingly evolved from the field of research in the direction of the practical use. They are primarily used in the field of home automation and environmental observations. In order to achieve a high duration of the sensor node, it is important to minimize power consumption. Many optimization techniques considered with the routing of data packets and the transmitting and receiving process [1]. Another approach is the optimization of the applications of each sensor node. In traditional sensor networks, data sets are acquired through the application and transmitted to a data sink, where they may have a lot of unneeded measured values. Each of these values is attended with an amount of energy for the acquisition and the transport. In order to avert this dissipation of energy, a dynamic application scheduler can be used.

In this paper, we present the resource-based application clustering approach (RACA). RACA could be used for the application clustering layer of the multidimensional clustering concept [2]. A major challenge is the independence from the operating system of the sensor nodes and their hardware. A heterogeneous sensor node environment builds the initial situation for this approach.

RACA distributes the applications in a wireless sensor network dynamically while taking the resources of the individual sensor nodes into account. Modifications on the network or in the resources of a sensor node could lead to changes in the participation of the node to the application. Each sensor node requires a runtime environment. In this environment, all resources, states and properties of the node are composited in a homogeneous model.

The execution model is parted in two sections. The first part is the hardware-dependent section. This section represents the hardware abstraction layer that contains all the drivers for the sensors and actuators, timers and the communication modules. This represents the hardware abstraction layer (HAL). A defined interface between this HAL and the application layer can be used for data exchange. The second part is the application layer.

In RACA we use a set of different three roles for administrative procedures. These roles are the application node, application master and the coordinator. Except the coordinator role, a sensor node can hold multiple roles at the same time if the node controls different application or tasks. The first role, the application node, represents a local executing part of an application. This means, a local task of an application is running on this sensor node, for example the reading of a temperature sensor. These tasks are managed by the application master. The application master is responsible for one global application, like the measurement of a temperature of a room. It manages application task and the execution of selected nodes. If an application node is incapable to execute the part of the application, for example in the case of insufficient resources, the application manager searches and chooses other nodes for the execution. The last role is the coordinator role. This is a unique role in the wireless network. All events and requests for applications are received by this node. With this information, the coordinator starts a resource request to all sensor nodes in the network. Each node that satisfies the requirements, sends a reply. The coordinator selects the best node and appoint it as the new application master for this application. All collected data are transmitted to the application master. From this time, the application master is responsible for the task execution. After the transmission is complete, the coordinator can observe the new application master node. If there is a failure, a new application master will be searched by the coordinator.

RACA was used in some OMNeT++ simulations. In the comparison with classical approaches, a better energy performance could be ascertained. In further works, a complete scenario will be rebuilt in real hardware. If these components are similar to the simulated environment, a comparison with the simulation results will be possible.
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Abstract— According to 3GPP/LTE standard service control is one of the key problems in eMBMS service in broadband wireless access network. The service control algorithm has to be performed on Fast, Pyramid and Reverse Fast broadcasting schemes. In this paper, we have provided performance analysis of mobile IPTV service control algorithm for 3GPP/LTE. This paper is proposed new algorithm to providing hybrid mechanism for efficient video-on-demand service.

Keywords— Component, Multicast efficient factor, VOD, segment, resource allocation, broadcasting scheme

I. INTRODUCTION

LTE technology is able to provide wide range coverage, high data rates, secured transmission, and mobility supported at vehicular speeds. It should have high QoS to transmit audio, video, voice, data services such like video gaming, mobile IPTV. IPTV is originally toward to fixed terminals such as set top box. However, it is developed for fixed and mobile convergence according to the future approach and requirements for mobility support. Video on Demand (VoD) service, which presents the requested video can be watched anytime anyway, will be major portion rather than following fixed schedule. VoD service is classified in Unicast and Multicast VoD. VoD service is based on unicast transmission so it will not so impact on the network side when there is enough capacity and service request rate will be moderately low. Multicast VoD is based on broadcast, multicast transmission and system bottleneck will be observed in bandwidth, downlink resources of wireless access network rather than content server. Because of it’s possible to improve server performance by doing HW and SW extension, Multicast VoD requests like the top 10 ~ 20 videos are known to comprise 60% ~ 80% of the total demand. So it’s assumed to improve service efficiency of popular videos. Unlike traditional TV broadcasting, mobile IPTV stream can’t be broadcasted in all over the internet, so we used multi-channel multicast concept for Multicast VoD within limited number of wireless channels. So, to increase system capability we have to define any service control algorithm. Proposed Service Control Algorithm is performed on following situations.

1. More numbers of users access at same time when transmit only one content.
2. Allocate more different types of contents at least channels.

II. PERFORMANCE METRICS FOR MOBILE IPTV SERVICE CONTROL ALGORITHM

At first, we have decided server-side algorithm before transmission, it’s going to.

Step 1: Proceed the number of sessions \( n_t \) with required video \( V \), include with length \( L \), that meets the requirement for the VoD connection time less than \( 10 \) s

\[
 n_t = \log_2 \left( \frac{L}{sd} + 1 \right) \quad (1)
\]

Step 2: Segmenting the video \( V \), equally to \( 2^n - 1 \) segments, where \( n_t \) is available channels.

Step 3: Distribute the segments to probability connections. The segments are allocated continuously \( S_1 \) to \( S_{n_t} \), by normal series \( 2^{(n-1)} \).

Step 4: All videos allocated for the multi-session multicasting since segmentation processing.

Next, we decide server-side Algorithm for transmission. See Fig. 1.
**Step 1:** When client requested for the video content, which is allocated for the multi-session multicasting, if there isn’t any content streaming existing in the server, server would start multicasting streaming for Vi with prepared ni streaming sessions.

**Step 2:** If there has to be some multicasting streaming for the Vi, then the server let the client to know the video’s multicast group address, then the client can join to server profile by IGMP membership join message and receive the video sessions on multisession multicasting.

**Step 3:** If there isn’t more subscriber joined for the server side, then server stops streaming and remain ready as prepared state with ni sessions [7].

See Table 1.

**Table 1**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>System capacity</td>
</tr>
<tr>
<td>K</td>
<td>Total number of contents</td>
</tr>
<tr>
<td>M</td>
<td>Total number of multicasted contents</td>
</tr>
<tr>
<td>M</td>
<td>Total number of reserved channel for multicast stream</td>
</tr>
<tr>
<td>x</td>
<td>Number of connections in the coverage</td>
</tr>
<tr>
<td>Li</td>
<td>Length of content i</td>
</tr>
<tr>
<td>λi</td>
<td>Request rate of content</td>
</tr>
<tr>
<td>μi</td>
<td>Service rate of stream</td>
</tr>
<tr>
<td>μuni</td>
<td>Average service rate of unicast stream</td>
</tr>
<tr>
<td>P_uni</td>
<td>Probability that the unicast video Vi is being served</td>
</tr>
</tbody>
</table>

![](image)

Fig. 1 Content allocation for our proposed multi-channel multicasting

\[
P_{uni} = \frac{\lambda_i}{\sum_{j=1}^{n} \lambda_j}, \quad \mu = \frac{1}{L_i} \quad (2)
\]

\[
P_{blocking} = \frac{\left(1 - \frac{\rho}{\left(1 - \frac{\lambda_i}{\sum_{j=1}^{n} \lambda_j}\right)}\right)}{\sum_{j=0}^{C-M} \frac{P_j}{j!}}, \quad \rho = \frac{\sum_{i=1}^{k-n} \lambda_i * P_{uni}}{\sum_{i=1}^{k-n} (\mu_i * P_{uni})} \quad (3)
\]

Developed standard is charging a VoD service system including a multicast efficiency factor (MEF) checking unit to check content request/response for the content from a client, and a content transmission unit to multicast or unicast for the content over a network depending on the checked MEF. Here, the MEF may provide an indicator of efficiency for multicast transmission relative to unicast transmission of the content [8].

For example, if an MEF is 1, unicasting and multicasting of the same content may have the same efficiency. However, if an MEF is greater than 1, multicast transmission may be more efficient than unicast transmission. As described above, the hybrid transmission system, content may be classified into two groups by two transmission schemes, unicast and multicast, and the MEF may be calculated according to the request rate and length of content. Such an MEF may indicate how much more efficient multicasting is over unicast for transmission in terms of channel consumption. If an MEF value is 1 means that the number of channels required for unicasting and multicasting the same content [8]. Therefore, the content of unicasting may be more desirable when an MEF is less than 1. This MEF calculated by following equation.
\[
M_E F_i = \frac{\lambda_i}{\left[ \log_2 \left( \frac{L_i}{S_d} + 1 \right) \right] \mu_i}
\]

(4)

Above the MEF is a value implying efficiency for multicast transmission relative to unicast transmission with respect to the same content.

III. PERFORMANCE ANALYSIS OF MOBILE IPTV SERVICE CONTROL ALGORITHM

There are some examples of the number of sessions, which is required for multi-session multicasting is shown in following Table II.

<table>
<thead>
<tr>
<th>Content name</th>
<th>Request (A_i)</th>
<th>Content length (L_i)</th>
<th>Required channel (n_i)</th>
<th>Multicast efficiency factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>V_1</td>
<td>0.008</td>
<td>300</td>
<td>4</td>
<td>4.2</td>
</tr>
<tr>
<td>V_2</td>
<td>0.01</td>
<td>1600</td>
<td>7</td>
<td>3.6</td>
</tr>
<tr>
<td>V_3</td>
<td>0.03</td>
<td>700</td>
<td>6</td>
<td>2.7</td>
</tr>
<tr>
<td>V_4</td>
<td>0.06</td>
<td>1200</td>
<td>6</td>
<td>2.1</td>
</tr>
</tbody>
</table>

V_i has a length of about 300, and thus content V_i may be unicast for about 300. Specifically, since a request rate of content V_i is 0.008, an average of unicast connections may be used. However, only four channels may be used in multi-channel multicasting, and thus multicasting may be 4.2 times more efficient than unicasting.

In bellow, first content’s background color is green pink, 1st segment allocate begin of first channel, 2, 3 segments allocate bellow channel, further segments allocate by order fast broadcasting rule. Next content’s background color is blue, 1st segment allocate under of first content, 2, 3 segments allocate bellow channel of own 1st segment, further segments allocate by order fast broadcasting rule. See Fig. 2.

In step 2, If last channel filled, next allocation step would continue nst segment of channel number 1. On the other hand, n/2 +1 content’s only use 1st segment of above channel’s sequence, see Fig. 3.

In step 3, If last channel is going to change unicast, then system mode will exchange unicast and multicast, see Fig. 4.

In step 4, each segments of content is allocated to per channel, which is presenting good performance for resource management of radio systems, see Fig. 5.

In step 5, each segments of content is allocated to per channel, which is presenting good performance for resource management of radio systems, see Fig. 6.

![Content allocation step 1](image-url)
Fig. 3 Content allocation step 2

Fig. 4 Content allocation step 3

Fig. 5 Content allocation step 4
In Table III, we show the comparison of those three schemes. Our proposed scheme, Fast Broadcasting make a better performance than Reverse Fast and Pyramid [3]. After then, we set up the value for the parameters; number of Fast channels, Pyramid channels, Reverse Fast channels for observing the performance of the waiting time as the Fig. 7.

**Table III**

<table>
<thead>
<tr>
<th>Aspect of scheme approaching</th>
<th>Maximum waiting</th>
<th>Buffer requirement</th>
<th>Maximum client handle bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast broadcasting</td>
<td>sd &lt; 10 s</td>
<td>$\left( \frac{2^n-1}{N} \right)_{10%}$</td>
<td>$\sum i \cdot n_i - 1$</td>
</tr>
<tr>
<td>Pyramid broadcasting</td>
<td>sd &lt; 10 s</td>
<td>$\left( \frac{2^n-1}{N} \right)_{57%}$</td>
<td>$\sum i \cdot n_i / N$</td>
</tr>
<tr>
<td>Reverse Fast broadcasting</td>
<td>sd &lt; 0.1 s</td>
<td>$\left( \frac{2^n-1}{N} \right)_{94%}$</td>
<td>$\sum i \cdot n_i$</td>
</tr>
</tbody>
</table>

Fig. 8 shows a hybrid method for allocate content to available free channel. First, we decide VoD request, so MEF value determined for multisession multicasting or single session unicasting service, then our segmentation rule has been working.

Our research result is analyzed and illustrated by 2 graphs which have best performance. It shows us advantage of our algorithm (Fig. 8 and Fig. 9). The MBMS server can access over 300 serving channels, and there are over 100 contents, their lengths are average 90 min (5,400 s). The request arrival ratio varies from 5/60 to 20/60, and is calculated by Zipf distribution with skew factor 0.271.

We create the adaptive resource allocation method to choose the best resource allocation that minimizes service blocking probability. Our graph result depicts the blocking probability with different request rates, there may be the number of multicastrated contents varies from 1 to 25 that mean the total number of multi-channel multicastrated contents (m) in previous analysis model is changed 1 to 25. The results of our environment calculated that served 5 videos with multi-session multicasting and 1 video with unicasting, then we can have the best performance. This result shows how many contents delivered by multi-channel multicast serving to achieve the best performance. In general, the VoD service blocking probability is increased when the total service request rate is increased. If service request rate is lower than 3/min, then customers can’t recognize the difference. With request arrival ratio $\lambda = 6$/min, we applied our adaptive video allocation method to find the best allocation that minimizes service blocking probability. The result depicts the blocking probability with fixed video length (i.e., 50 min) where the number of multicastrated video varies from 1 to 10[11].

We using multi-session multicasting takes less than unicast so that enables better performance for overall VoD services in blocking probability point of view, under the same condition.
Finally, based on the above calculated video allocation, we show the performance of blocking probability on the proposed hybrid mechanism compare to unicast mechanism. Service request rate rises, the proposed hybrid transmission scheme shows more robustness.

**Fig. 7** Proposed Service control algorithm

**Fig. 8** Videos allocated for Pyramid broadcasting method

**Fig. 9** Videos allocated for Fast broadcasting method
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**CONCLUSION**

In this paper, we present an effective service control algorithm that may be reduce the blocking probability and increase overall throughput. Client request is dependent from video on demand service control algorithm. Our proposed algorithm is based on combined unicast and multichannel multicasting mechanism which is reduced overall bandwidth consumption of the system (Fig. 7). The research results of the proposed VoD
service control algorithm are illustrated in Fig. 10 and Fig. 11. Simulation results indicate that our algorithm may offer a satisfactory performance for VoD service.

![Graph](image1.png)

Fig. 10 Blocking probability of VOD services

![Graph](image2.png)

Fig. 11 User access number of per content
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Abstract — In this era of natural environment simulation, atmosphere are considered as an important factor effecting the other natural environment factors. Here, a method based on metamodel is used, this kind of method has been proposed in my related literature, but it has not been implemented in detail, here the process is proposed to implement the modeling atmosphere pressure.

Keywords — Metamodel-based, modeling process, atmosphere pressure simulation

I. INTRODUCTION

In Contemporary modeling and simulation society, there are lots of methods proposed for modeling natural environment, such as EDM (Environmental Data Model), TCDM (Terrain Common Data Model), MEL (Master Environment Library), and so on [1] to [6]. These methods are efficient in some specific domain, but sometimes they are complex or not sufficient when used in common Natural Environment (NE) modeling processes. Due to this, we have ever proposed a simple meta-model based method some literature[7] to[10], but the detail implementation of this approach is absent. So it is not so easy to get a natural environment model. Here, the process is proposed to implement the metamodel-based atmosphere pressure.

At first, an idea should be hold that model is an instance of meta-model and meta-model is an abstract of model. In this paper, a detail process is proposed to build atmosphere pressure models and meta-models. There are six sections in this paper. Section II provides brief description of meta-modeling common process. Section III focuses on the requirement of atmosphere pressure. Section IV gives the metamodels of atmosphere pressure. In section V, the model is built and an example is taken.

II. COMMON PROCESS FOR META-MODELING

In this section, the concept of meta-model is presented, and a common process is proposed for BE meta-modeling. 0.63 cm. Please do not re-adjust these margins.

A. BE Meta-model and Meta-modeling

In knowledge engineering, if a concept itself is repeatedly used, meta is used as a prefix to the concept. Meta-x means x of x, so meta-model is a model of model[5].

There are two types of meta-model, one is used in software engineering, and the other is used in the operational research. Here the first meta-model is studied, it defines the syntax and semantics in certain domain, it can be used to describe all systems in the specific domain. This type of meta-model can be reused in related process of modeling and simulation[6].

B. Common Process for BE Meta-modeling

According to the deep research to the process for BE model, a common process is proposed for meta-modeling, see Fig. I. The process is composed of 6 steps[7].

(1) Confirming the simulation requirement

Here we should confirm whether the BE simulation is needed in complex military simulation systems, if be, the next step is on.

(2) Picking up the BE entities in Requirement

Here three parts of BE entities should be picked up.

① BE data requirement;
② BE entities which effect the military entities;
③ BE entities which are impacted by the military entities.

(3) Confirming the military entities

Here the military entities are meant to be the those which interact with the BE entities, this step makes the models simply. These military entities can be divided to five categories, such as trafficability, sensor, weapon, infrastructure and personnel, and one entity should not be included in different categories.

(4) Analyzing the internal dynamics of BE Entities

Here the BE internal dynamics is analyzed, and its attributes, behavior and constraint should be confirmed, then BE internal dynamics model will be built.

(5) Analyzing the effects and impacts of BE factors

Here the two kinds of models should be built separately if any one is needed, and the attributes, behavior, interaction and constraint should also be confirmed. In this step the BE effect model and BE impact model are modeled.

(6) Analyzing the BE model

Here all three kinds of models mentioned above should be analyzed carefully, and all the classes, attributes, behavior, interaction and constraint in them should be abstracted to meta, then the meta-model is built, including meta-class, meta-attribute, meta-behavior, meta-interaction and meta-constraint, which will be discussed later.

This process shows a common reference steps for
building BE meta-model, and these steps can be chosen in specific simulation.

![Common process of BE meta-modeling](image)

### III. Confirming Atmosphere Pressure Requirement

In this section, the process is proposed to implement the atmosphere pressure meta-model.

A simple requirement is proposed, just an aircraft to get the real-time elevation through the pressure sensor on it. A model should be built to get this relationship between elevation and atmosphere pressure. According to the model, the related elevation can be confirmed. So the detail requirement can be listed as Table I to Table IV.

<table>
<thead>
<tr>
<th>Table I</th>
<th>Factors Of BE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
<td>Identifier</td>
</tr>
<tr>
<td>Elevation</td>
<td>AirElevation</td>
</tr>
<tr>
<td>Atmosphere pressure</td>
<td>AirPre</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II</th>
<th>Factors Of Aircraft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
<td>Identifier</td>
</tr>
<tr>
<td>Atmosphere pressure</td>
<td>CraftPre</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table III</th>
<th>Factors For Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
<td>Identifier</td>
</tr>
<tr>
<td>Atmosphere pressure</td>
<td>AirPre</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table IV</th>
<th>Related Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor</td>
<td>Identifier</td>
</tr>
<tr>
<td>Elevation</td>
<td>intElevation</td>
</tr>
</tbody>
</table>

### IV. Meta-Modeling of Atmosphere Pressure

In "A meta-model is a model of models" [5] and "A model is an instance of meta-model" [6] imply that a meta-model is a model of another model. According to [7] to [9], the contents of BE meta-model should include five factors.

#### A. Meta-class

Meta-class is a prototype to define the variables and methods of certain BE objects, and it includes following information, such as names, methods, attributes, and events. To BE, different BE objects and any kinds of interaction should be listed. Here the mmodel_airPre::name is used to present the atmosphere pressure meta-class.

#### B. Meta-attribute

Meta-attribute presented here focuses on the specific attributes of BE meta-object, and could be abstracted from model attributes. Here the mmodel_airPreAttr::string is used to present the atmosphere pressure meta-attribute.

#### C. Meta-behavior

Meta-behavior is an abstract of behavior in BE internal dynamic models. Here the mmodel_airPreBehav::string is used to present the atmosphere pressure meta-behavior.

#### D. Meta-interaction

Meta-interaction is an abstract of interaction between BE entities and military entities. Here the mmodel_airPreInter::string is used to present the atmosphere pressure meta-interaction.

#### E. Meta-constraint

Meta-constraint is an abstract of constraint the BE model should keep to. Currently, the constraint of models is becoming a popular problem in modeling and sim-
ulation research. When space environment is modeled, some constraint should be included. Here the mmodel_airPreCons: string is used to present the atmosphere pressure meta-behavior.

Here two values are presented such as potential value and space value.

Potential value means how many times the meta-models can be instantiated. The value subtract one while an instance is performed, and no more instance can be performed when it is zero.

Space value presents whether the meta-models can be instantiated to the level not the next neighbor, "1" means it can, "0" means it can not. The space value can only be "1" or "0".

In this paper, the superscript is used to present space value, and the subscript is used to present potential value. These two values constrain each other, and the instance process should meet the two values.

In order to present this method easily, potential value and space value are used to present air density meta-model in NE as shown in Fig. 2. Here an instance of relationship is used to present the linguistic instance, it means that the atmosphere pressure meta-model is a linguistic instance of meta-model, and the atmosphere pressure meta-model is linguistic instance of air meta-model, this type of instance process doesn’t make potential value changed. Here all the contents of atmosphere pressure meta-models are listed in the Fig. 2.

![Fig. 2 Meta-models of air pressure in atmosphere pressure](image-url)

V. MODEING OF ATMOSPHERE PRESSURE

In this section the process is proposed to implement the atmosphere pressure model and the simulation result is given.

In order to build the atmosphere pressure model, the simple relationship shown in equation (1) is got from Fig. 2.

\[ P = P_0 \left( \frac{t}{t_0} \right)^{s/2R} \]  \hspace{1cm} (1)

Here acceleration of gravity \( g = 9.80665 \text{ m} \cdot \text{s}^{-2} \), common air constant \( R = 287.053 \text{ m}^2 \cdot \text{K}^{-1} \cdot \text{s}^{-2} \). The other related parameters are shown in Table V.

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>INITIAL DATA OF ATMOSPHERE PRESSURE MODEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation ( H )/km</td>
<td>Initial Atmospheric Pressure ( P_0 )/Pa</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------</td>
</tr>
<tr>
<td>0 - 11</td>
<td>101,325</td>
</tr>
<tr>
<td>11 - 20</td>
<td>22,632</td>
</tr>
</tbody>
</table>

In this process, the resolution requirement is 1 km, then the result can be got as shown in Table VI.

If the resolution is small, a different result can be got. In order to present the simulation result directly, Fig. 3 is drawn, here the resolution is 0.1 km. When the pressure is \( 4.986 \times 10^4 \text{ Pa} \), its related elevation is \( 57 \times 0.1 \text{ km} = 5.7 \text{ km} \).

<table>
<thead>
<tr>
<th>TABLE VI</th>
<th>SIMULATION RESULT OF ATMOSPHERE PRESSURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height/km</td>
<td>Pressure/Pa</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td>0</td>
<td>101,325</td>
</tr>
<tr>
<td>1</td>
<td>89,876.285,187,271,2</td>
</tr>
<tr>
<td>2</td>
<td>79,501.42,461,667,0</td>
</tr>
<tr>
<td>3</td>
<td>70,121.162,236,430,0</td>
</tr>
<tr>
<td>4</td>
<td>61,660.444,130,465,0</td>
</tr>
<tr>
<td>5</td>
<td>54,048.286,145,761,4</td>
</tr>
</tbody>
</table>
Table VI  Continued

<table>
<thead>
<tr>
<th>Height/km</th>
<th>Pressure/Pa</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>47,217.642,475,895.0</td>
</tr>
<tr>
<td>7</td>
<td>41,105.275,732,340.5</td>
</tr>
<tr>
<td>8</td>
<td>35,651.628,335,825.0</td>
</tr>
<tr>
<td>9</td>
<td>30,800.695,260,495.4</td>
</tr>
<tr>
<td>10</td>
<td>26,499.898,139,253.3</td>
</tr>
<tr>
<td>11</td>
<td>22,699.960,739,233.4</td>
</tr>
<tr>
<td>12</td>
<td>19,399.393,646,323.9</td>
</tr>
<tr>
<td>13</td>
<td>16,579.578,567,877.5</td>
</tr>
<tr>
<td>14</td>
<td>14,170.338,784,134.0</td>
</tr>
<tr>
<td>15</td>
<td>12,111.791,461,904.7</td>
</tr>
<tr>
<td>16</td>
<td>10,352.802,535,044.1</td>
</tr>
<tr>
<td>17</td>
<td>8,849.706,368,285.17</td>
</tr>
<tr>
<td>18</td>
<td>7,565.213,106,910.44</td>
</tr>
<tr>
<td>19</td>
<td>6,467.476,153,031.74</td>
</tr>
<tr>
<td>20</td>
<td>5,529.296,262,737.94</td>
</tr>
</tbody>
</table>

Fig. 3  Relationship between pressure and elevation

VI. CONCLUSION

The method based on meta-model has been studied for a long time, and it has been proposed to NE domain by our team, but the detail process was not presented clearly. Here, atmosphere pressure was used to give the total modeling process for themetamodel-based method.

Of course, there are some insufficiencies. The relationship between the requirement and the natural environment is not shown directly, so for the further, we would like to focus on the knowledge of natural environment. In addition, the related knowledge should put into the NEMMS[10] more and more.
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The integration of piezoelectric elements into metal sheets enables the manufacturing of smart metal components. Such components can be used, for example as smart input device in the automotive industry. The presented research is embedded into the research on mass production enabled manufacturing processes for functional integration. In this process, the piezo compound is extruded and joined with a structured metal surface and some copper electrodes to obtain a hybrid assembly compound consisting of two metal sheets with piezo core. After a polarization step to amplify the resulting voltage from the piezo core, the metal sheet can be formed into a shape that is needed. The last part of the process is the signal processing and classification with an embedded system and optional communication. Further information about the mechanical engineering part are discussed in [1].

While in on-going mechanical engineering research the mass production enabled large scale production of these components is addressed, the problem to create a mass production enabled embedded processing system for that use case is nearly untouched. In this paper, a hardware/software co-design approach is presented that is used to process the input and in turn predicts the impact position.

Especially in health-monitoring systems the detection and localization of impacts are important because impacts can easily lead to damages that cannot so easily be located while maintenance. Therefore, different approaches with embedded piezoelectric sensors were developed that enable damage detection while in use. To be able to classify the impact’s location without knowing the concrete structure of the test object, just by training the system, machine learning techniques are often used. In this paper, a neural network is evaluated. Using a machine learning approach is useful especially in the targeted mass production enabled use case because without a learning approach every change in the production process results in different behavior. As a consequence, the localization algorithm have to be tuned every time, i.e. by time-consuming simulation. This step is not necessary when using an adaptive algorithm based on machine learning techniques.

The aim is to develop a low-cost embedded system for localization which has very limited calculation resources. To avoid excessive and complex computations only time domain features are used. In the following, the developed system is described.

At first, the voltage from the piezo sensors have to be pre-processed to match the requirements of the following processing elements. This is done by using an electronic circuit based on interconnected operational amplifiers. The voltage is increased by 0.5 V to shift the voltage signals to a positive only range of between 0 V and 1 V. To ensure that the voltage does not exceed or go below the maximum rating of the embedded processing system, it is limited by an upper and lower threshold. The resulting voltage is then sampled by a high-speed analog-digital converter (ADC) in order to digitalize it. If this step is done, the values are forwarded to the Piezo Integration Interface Board which is capable of processing the input. Depending on the needs of the localization procedure some features are required as input to the algorithm. These features have to be extracted from the voltage history before. With suitable features impacts can be detected and subsequently be localized.

If an impact occurs the generated voltage will start to oscillate around its idle level. This results in a changing of the gradient of the data if the according voltage is imagined over time. The higher the frequency or amplitude of the voltage curve the higher the gradient. The single absolute values of it are then summed to obtain a value independent measure of the gradient. If this gradient exceeds a moving average threshold an impact is detected and the location can be estimated.

While the just mentioned procedure is implemented using an FPGA, the localization is currently implemented using a desktop PC. To monitor and test different algorithmic localization approaches a desktop application was developed that is based on the programming language C++ and uses the Qt framework [2] in combination with the QCustomPlot library [3] to create the graphical user interface. In a first test, an artificial neural network was implemented to estimate the impact location. Based on the Fast Artificial Neural Network library [4] (libann) an MLP (multilayer perceptron) with backpropagation and one bias neuron per layer was modeled.

To obtain data to train and test the network, a U-shaped profile with a length of 500 mm, a height of 105 mm and a thickness of around 1.5 mm was used. Three electrodes are asymmetrically mounted at the bottom.
The profile was excited at 20 points that are scattered over its surface and the resulting voltage curves were recorded.

The neural network was trained and tested with data from the time domain only. As input to the net the time differences between the instants of time are used, that are the moments when the impact induced mechanical wave arrives at the electrodes. Based on this the network predicts the position of the impact on the surface that is represented by two coordinates which are the longitudinal position and the transversal position along the surface.

Different network configurations were tested, varying in the number of hidden neurons, activation function, learning rate and dimensionality to be predicted. The best results concerning localization accuracy were achieved with a sigmoid activation function and a learning rate of 0.4.

In the initialization phase of the network training step, all weights are randomly calculated. As a consequence, the results can only be evaluated statistically. Every configuration was tested 1000 times to achieve a good representativeness.

From the results could be seen, that three layers are sufficient to predict the longitudinal position of the impact on the formed profile. With nine hidden neurons the net performs best, a median position deviation of 22 mm was achieved. In contrast, a transversal position estimation was not possible due to the symmetrical ordering of the electrodes in transversal perspective. This problem will be solved in future work, some experiments are pending that concern the optimal placement of the electrodes. In another on-going investigation the evaluation of other machine learning algorithms are carried out.
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Abstract— The current trend of education is making knowledge into work creation. It is much more practicable/suitable to specify the quality changes in higher education as an innovation reform. Within the innovation of education reform, it is necessary to remodel the curriculum according to the current requirements, to give students the knowledge of new techniques of 21st century such as creative and system thoughts and communication skills/ethics and first of all, it is important to focus on the result of training processes. Therefore, this paper offers the opportunities to direct students for developing themselves in whole life on the basis of good formation of character by assessing themselves by 5 potentialities and planning their further development.

Keywords— Innovation of education reform, 5-sided principle

I. INTRODUCTION

In the processes of the globalization and establishment of knowledge-based community, there are different types of universities such as open, on-line profit, corporate and world standard. These universities have been competing for the world market of education by their training quality, the level of research work, new knowledge and potentialities. Acquiring higher education is massive in our country. Although this desire/enthusiasm is appraisable, the training quality and supplying cannot satisfy the requirements of learners, employers and the public/society.

The 21st century is a century with different manners and a lot of values coexist and the social development is speeding up. Employers and public demand the equal formation including intelligence, mental strength, healthy body-build, accountabilities and skills working in a team. In order to form these natures, the roles and participation of educational institutions, universities, colleges and schools are very important.

Education system concentrates more on the improvement of intelligence and its assessment. Thus, the process from secondary school leavers to higher-educated or professional person could not become a mechanism for developing the equal formation of a person. Employers need the information about behavior and attitude of a person except the diploma for choosing a proper employee.

II. METHODS

The objective of education ensures that to carry on the issue of person formation equally and to develop the previous system until now. In the system of Mongolian education, the current strategy of education is leading up to make the knowledge into the work creation for the analysis of innovation processes. The process of education innovation is given in Table 1.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Before 1990</th>
<th>1990 – 2010 Credit was introduced</th>
<th>After 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formulation of knowledge and potentiality relations</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1
THE PROCESS OF EDUCATION INNOVATION
Within the innovation of education reform, it is important to develop the interests and needs for the self assessment, the feeling of advance and lifelong development.

We recently carried out a survey of students on the specific questionnaire and interviewed in a focus group.

**III. RESULTS**

The results demonstrate are the followings.

When they defined their future goals, 70% of the students defined them in one or two years. This means that they are short-sighted. So they can’t be successful, cause they don’t know where do they get.

After assessing their 5-sided potentialities themselves, when we correlated their marks/grades, the correlation between their communication skills and their marks was more great.

And we came to the conclusion that this cannot demonstrate the students’ 4 years investment.

① When we analysed on the correlation between intelligence, basic knowledge of general education and mental strength of a student, there was a straight correlation.

② When we carried out the intelligence survey of the students from 1st to 4th year on same questionnaire, the survey suggested that their capacity to receive information increased, they noted everyday common news rather than receiving scandal news, the understanding of scientific terms improved and converting abilities into formula and graphic display language also increased.

③ Within the scope of study, we conducted training on the evaluation of ability to work in groups, the introduction of its significance, the integrated potentialities considered as social needs and the communication skill for the first time and every student made the starting assessment.

**IV. CONCLUSIONS**

It has been seen from the above experiment and survey that in the process of education innovation, making knowledge into skillful work creation is very important. Possessing knowledge and capability is an education which creates from people’s usages and it is a work creation which can satisfy the consumer management. Thus, there is a tendency as application-training and research-work creation of current education.
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Abstract — Constraints in the problem of integration and flexible scheduling, complex products with no waiting between processes, which combines program, no-wait constraint, formerly a virtual node algorithm set against proposed. For standard flexible procedures, critical path method is to take the Allies to confirm scheduling command and adaptive flexible scheduling strategy is to take handler. For the flexible scheduling, no-waiting constraints use the shortest processing time to make a schedule. For better flexible scheduling program structure, expansion flexibility manufacturing and virtual tree also been proposed. The examples show that the algorithm can solve problems in meaningful and easy to implement.
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1. INTRODUCTION

The integrated flexible scheduling problem (FSP) is to expand the scheduling optimization problem. In previous studies, researchers question as a certainty. But in reality, there are two problems: a flexible scheduler means can be arranged on different devices; and no-wait constraint means that one or several groups of programs need to be done continuously at the same time.

Compared with the traditional job shop scheduling, the integrated flexible scheduling problem of complex product with no-wait constraint between procedures is a NP-hard problem and it is more complicated [1], [2]. Because of the procedures have several available processing devices. And the equipment constraint is reduced, but the search scope of the best equipment is expanded. At the same time, the no-wait constraint between procedures is under consideration, the difficulty of solving problem is further increased [3].

So far, the research for FSP is mainly solve FSP of batch manufacturing [4] to [7] and FSP of small volume production for multi-varieties [8] to [10]. However, these algorithms did not take the constraint relationship between procedures into consideration.

Xie and his groups put forward a series of solutions to the integrated scheduling problem of complex products such as subsection idea [11] and layer priority algorithm [12]. The scheduling problem of complex products with delay procedures was solved by converting the delay procedures into virtual procedures. And the integrated flexible scheduling problem of complex products was solved by using the method of selecting the shortest processing time [13], etc.

The literature [14] simplified the integrated flexible scheduling problem by choosing the equipment according to the shortest processing time, but the algorithm did not consider that the flexible scheduling has the characters of multiple equipment and multiple processing time with no-wait constraint between procedures. Therefore, it is necessary to study the integrated flexible scheduling problem of complex products with no-wait constraint between procedures.

II. THE MATHEMATICS MODEL OF FLEXIBLE SCHEDULING

In order to solve complex products processing and assembly, FSP processing equipment and assembly equipment is uniformly defined as a processing device, and therefore, will not be processed and assembled uniformly defined process. Mathematical model is then as follows.

The procedures number is $n$, and the equipment number is $m$. Procedure $x$ on equipment $y$ is the predecessor of procedure $i$ on equipment $k$. $S_a$ is the starting time of procedure $i$ processed on equipment $k$, and $S_b$ is the finishing time. $C_i$ is the earliest finishing times of procedure $i$ on its equipment subset. The aim is make the processing time shortest.

$$T \geq \min \{ \max (C_i) \}, \quad i = 1, 2, \ldots, n$$

Subject to:

1. $C_i = \min (E_{i,x})$  \quad (1)
2. $\min (S_{i,y})$  \quad (2)
3. $S_b - S_a \geq 0$  \quad (3)
4. $S_b - E_{i-1,x} \geq 0$  \quad (4)
5. $S_a - E_{i,x} = 0$  \quad (5)

Equation (1) denotes the earliest finishing time of procedure $i$ on equipment subset. Equation (2) denotes the procedure is processed as early as possible. Equation (3) denotes procedure $i$ must start processing after its
predecessor finished processing. Equation (4) denotes procedure \(i\) must be processed after procedure \(i-1\) finished processing. Equation (5) denotes procedure \(a\) and \(b\) have the no-wait constraints.

In order to simplify the complex FSP products, we proposed the following definition.

Standard flexible procedure: it does not have no-wait constraint generally flexible procedures.

Flexible program with no-wait constraint: Flexible program completion time must be its predecessor start time; flexible program start time must be its successor is complete.

No waiting for a flexible team: an assembly made of a plurality of consecutive no-wait process constraints.

EFP-tree (expanded flexible processing tree): a tree shows the relationship of the flexible product with No-Wait procedure.

VFP-tree (virtual flexible processing tree): expanded processing tree with processing time equipment set.

Real node: the flexible procedure node with no-wait constraint in the VFP-tree, of which the processing time can't be changed dynamically.

Forged node: a predecessor real node of the real node procedure in the VFP-tree, of which the processing time can't be changed dynamically.

Virtual node: in VFP tree, its processing time can be dynamically changed, because the device is busy set of flexible procedures without a no-wait constraint node.

Set of nodes: node through a real, many fake nodes and virtual nodes predecessor assembly thereof.

Predecessor procedures: Do not wait predecessor without constraint without waiting for a flexible team.

III. THE DESIGNING OF FLEXIBLE SCHEDULING ALGORITHM

There are two procedures in a complex product with FSP no-wait constraint between programs; it can not wait for the limiting process which may be carried out in the same device in different devices and flexible processes and standard flexible process to be processed.

A. The scheduling priority for procedures in No-Wait flexible workgroup

Without waiting for a flexible program, that may affect the scheduling team formerly known as the relevant procedures in the program of the Working Group. Such a program and its related procedures constitute a set of nodes based on VFP tree functions. This means that the set of nodes, including real-time nodes, nodes and virtual nodes forgery. There are four cases to be introduced as follows.

If the node set has more than one virtual node, determined by the Allied critical path method (ACPM) scheduling order, and adaptive flexible scheduling strategy scheduler virtual program. If the actual node does not satisfy the constraints, the process will be delayed at the start time of the working group without waiting for the program until the restrictions are satisfied.

If the working group is not the only no-wait, which means that when there is VFP EFP-trees and tree several working groups need to determine scheduling command. According tree traversal process, if the program has a more realistic path to a node on the presence will be higher, so the first path, this arrangement can reduce the requirements in the path occupied by other device, then the path in the working group can early arrangements.

If the path has the same number of real nodes, schedule the workgroup with less virtual nodes firstly, which could reduce the effect of workgroup scheduling. It is because that the workgroups having less relative nodes will be affected by the relative procedures.

If the virtual node number is still equal, schedule the path with long processing time firstly according to the allied critical path strategy. The procedures on the path have obviously effect on the total processing time of product, processing them earlier, and the total processing time will be shorten.

After scheduling all workgroups, the allied critical path strategy and adaptive flexible scheduling strategy are adopted to schedule the remaining virtual nodes procedures.

B. Use the allied critical path strategy to determine the scheduling order of standard flexible procedures

Critical path is the maximum path from the node to the root node of the processing time of the process. The flexible scheduling problem, the process may be treated in different devices, and the processing time may be different. In order to make all programs as short as possible the total processing time to a minimum processing time of the device it is most likely to be selected. References [15] and [16] calculated for each program by the minimum processing time, which means that the initial processing time virtual node tree VFP confirmed the critical path, and then the program is determined by the ACPM virtual scheduling command.

If the path maximum processing time is greater than 1 in the group number of the device can affect the selection process of the device, in order to narrow the range of options, the first scheduling device number is programmed device settings in the minimum processing time minimum path.

C. Process the standard flexible procedures by using the adaptive flexible scheduling strategy

In order to make procedures finish earlier, begin processing time and end processing time of procedures need to be considered. The procedure can complete processing earlier if the begin time is earlier and the processing time is shorter.

If there is equipment in the virtual node equipment set which has one idle time to make the procedure begin
processing earliest, then it is selected. If there exist several selectable equipment, select the proper one by equipment balanced strategy. In this way, the procedure can be processed at the earliest time and the processing time is shortest, so the end processing time of the procedure is earliest.

If the earliest start time of the processing procedure of the device is occupied, the start processing time may be delayed, so the end of the processing time of the program will be late in the process on the device having a long processing time. In this case, the device settings and VFP tree longer processing time will be selected, and put it into the correct virtual node. The search appliance has a longer processing time, but the end of the processing time earlier, until at the earliest time possible program termination Discovery.

If the first end of the processing time of the equipment is not the only choose a short processing time, to reduce the elapsed time of the device. If the short processing time the device is not the only device in accordance with the appropriate balance a strategic choice.

If the program can not set the device from all devices at the earliest time to begin processing, the program scheduling optimization strategy for each device set of completion of the comparison between a predetermined time. Select the device can make the process at the earliest time the process is terminated, if the proper equipment is not the only choose a short processing time.

Adaptive and flexible scheduling policies take full advantage of these features. There are many practical devices and choose from a variety of time and equipment is flexible. According to part of this strategy, the device is sequentially selected by the processing time of the short length of the program. The final processing time may be less than earlier end processing time from the processing equipment in the shortest time on the device. So the purpose of short complex product flexible scheduling total working time can be achieved.

D. Use the equipment balanced strategy to select the same equipment

Since there are multiple equipment with the same begin processing time and end processing time, the method that calculate the total working hours of all scheduled procedures on each optional equipment separately is adopted. Then the equipment with minimal total working hours is selected. This strategy takes full account of the processing load for equipment, make every equipment using balanced. Thereby the parallel working hours of whole processing systems can be enhanced.

IV. Scheduling algorithm

Step 1: Build the EFP-tree and VFP-tree according to the constraint conditions, and create the corresponding lists named ListO for EFP-tree and ListO for VFP-tree.

Step 2: Calculate the number of real nodes in each path of VFP-tree, and create its list which only include real nodes according to the real node number from more to less( if there are several paths with the same number of real nodes, select the path with less virtual equipments procedure, if still same, select the path by ACPM ), and then assign the link list to List1, ListR(r < n).

Step 3: Select the minimum of Listx( x belong to List).

Step 4: Traverse the path from began to end, search for the first no-scheduled real node which is closest to leaf nodes.

Step 5: If there is no no-scheduled forged node in the set of this real node, turn to Step 6, otherwise, turn to Step 10.

Step 6: If there is no no-scheduled virtual node in the set of this real node, turn to Step 7, otherwise, turn to Step 11.

Step 7: If the real node can be scheduled in the equipment set to begin processing at the earliest time, then select the equipment by equipment balanced strategy and schedule the procedure, turn to Step 8, otherwise, search for the equipment in this set which can make the procedure begin processing as early as possible, and then schedule the procedure by equipment balanced strategy, turn to Step 8.

Step 8: If the real node satisfy the constraint in the No-Wait workgroup, turn to Step 9, otherwise, turn to Step 17.

Step 9: If subsequent real node exists in the real node list, select the subsequent node, and turn to Step 5, otherwise, turn to Step 18.

Step 10: Find the path which has the largest number of forged nodes, and select it as scheduling path, turn to Step 4.

Step 11: Confirm the scheduling order of virtual nodes according to using the ACPM, and select the virtual node which needs to be processed firstly, turn to Step 13.

Step 12: Select the next virtual node to be scheduled according to ACPM.

Step 13: If the virtual node could be processed at the earliest begin processing time, then process it, turn to Step 15, otherwise, turn to Step 14.

Step 14: Select the equipment with earliest end processing time according to the adaptive flexible scheduling strategy, then process the procedure on it, turn to Step 15.

Step 15: If there are no-scheduling virtual nodes in the set, turn to Step 12, otherwise, turn to Step 16.

Step 16: schedule the real nodes in the set, turn to Step 8.

Step 17: Judge whether the begin processing time of the node could be delayed, if so, put off processing the procedure, otherwise, all of the procedures in this no-wait workgroup are processed in the end, turn to Step 9.

Step 18: If there are no-scheduling paths in Listx, select the path with the minimum x, turn to Step 4; if not, the rest of standard flexible procedures are scheduled according to ACPM and adaptive flexible scheduling strategy, turn to Step 19.

Step 19: The end.
V. Conclusions

Comprehensive and flexible scheduling algorithm complex product without waiting for the proposed linkage constrained scheduling method used, in line with no-wait constraint between programs. Because it takes full advantage of the process is more flexible scheduling of equipment selection function, the program is scheduled to achieve an early end of the processing time of the device.

As a result, the algorithm provides a reference to resolve particularly flexible scheduling problem, which has certain theoretical and practical value of the synthesis problem.
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Abstract— The functional requirements of embedded systems in automotive engineering, aircraft construction, and space industry are continuously rising. Nowadays, the individual tasks of these systems are very complex, so they have to be separated into different subsystems. Also the field of application puts high requirements to these systems with respect to reliability and real-time capabilities. To provide a high performance system, that satisfies conservative cost restrictions, this paper proposes a cluster platform for distributed embedded systems. The communication infrastructure of the cluster is based on a reconfigurable bus architecture for on-chip communication and Ethernet for interchip communication. The proposed solution shows, that a cluster infrastructure can also be realised on cost-optimised FPGAs with less logic resources.

I. INTRODUCTION

The functional requirements of embedded systems in automotive engineering, aircraft construction, and space industry are continuously rising. Nowadays, the individual tasks of these systems are very complex, so they have to be separated into different subsystems [9]. Also the growing degree of automation forces the system designers to build up increasingly powerful systems with a high reliability and real-time capabilities. Next to this high performance, these systems, especially in the fields of autonomous driving and unmanned aerial vehicles, have to satisfy conservative cost restrictions like size, weight, energy consumption, and price [2].

An important aspect in the mentioned field of application is the localisation of the vehicle in the real world and the estimation of its surroundings. For example an autonomous car on a multi-lane motorway needs information about the lane it is driving on and about the other cars around it. An unmanned aerial vehicle during the landing approach needs information about its relative position to the runway and obstacles in front of it. A variety of sensors like ultrasonic sensors, laser sensors, and electro optical sensors are used in today's applications to gain knowledge about the environment. Especially the latter ones provide a huge amount of data, that has to be processed in a short amount of time.

Programmable hardware modules like Field Programmable Gate Arrays (FPGA), as they provide a good trade-off between the speed of circuit level specialised ASICs and the programming flexibility of general purpose processors [6], are commonly used to accelerate such image processing applications. In [2] an FPGA-based runway detection based on colour images is proposed. Currently the working software prototype is mapped to the hardware platform presented in [1]. The image processing algorithms shall be realised on one of the biggest FPGAs from the Xilinx Virtex-6 DSP family. Although this chip is very powerful and provides a lot of logical resources, it is on the one hand very expensive and on the other hand it can be a single point of failure. To counter this problem, a cluster out of FPGAs can increase the reliability of such a system. The proposed data and task parallelisation concept in [2] will also fit to such distributed architectures. With the use of several FPGAs, smaller and more cost-optimised chips can be used.

In this paper an FPGA-based cluster platform for reconfigurable distributed embedded systems is presented. The nodes of the cluster will be realised with cost-optimised Xilinx Spartan-6 FPGAs. In section II other FPGA-based cluster systems and systems used for real-time image processing are discussed. Section III presents the system setup. Section IV focuses on the communication infrastructure. In section V the results in the form of occupied resources are presented. Finally, section VI draws a conclusion and gives an outlook about the future work.

II. STATE OF THE ART

FPGA-based cluster systems are commonly used for high performance applications. There are several architectures in the academic field like the Nono-G supercomputer, developed at the US National Science Foundation’s Center for High-Performance Reconfigurable Computing at the University of Florida [4], or commercial solutions like the DNRF 12 Cluster, developed by the DINI Group [5]. As both are used for high performance computing, they will not fit to the field of application that is considered in this work. Nevertheless, these supercomputing architectures form the base for hardware acceleration architectures in the embedded field.

---
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One of this architectures is the CUBE FPGA Cluster, that consists of up to 512 Xilinx Spartan-3 FPGAs. It provides a cost effective cluster framework to solve research tasks and real-world applications. Its symmetric design and fixed communication infrastructure ease the application design, but make it not flexible enough for the applications that are considered in this work.

Other architectures, like the one described in [1], realise the complete application on a huge single chip with a lot of logic resources. A failure in this chip will directly result in a failure of the complete system. In terms of reliability such single point of failures should be avoided. This can be done, using several redundant processing units [8]. In the case of a failure, another chip will continue the execution of the application. On the one hand such a setup will be a waste of resources as the second chip is only needed, if there is a failure in the first. On the other hand it will have a negative impact on the strict cost restrictions of such embedded systems in terms of size, weight and price.

Next to these FPGA-based solutions, a lot of image processing application are realised with GPUs. Parallel computing architectures like the CUDA framework from the NVIDIA Corporation [3] combine the flexibility of software programming with the acceleration capabilities of parallel execution on hardware. The only drawback of these architectures is the high energy consumption. Such systems have been compared to CUDA-based solutions. To combine these two worlds, there is also research going on to compile CUDA kernels onto FPGAs [7].

### III. SYSTEM SETUP

Since all presented solutions have their pros and cons, as they are specialised to a dedicated problem, this paper proposes an architecture, that is placed between the fixed architecture of the CUBE FPGA Cluster and the single chip solution from [1]. The evaluation platform is realised on Digilent Nexys 3 boards with a Xilinx Spartan-6 XC60X16-CS324 FPGA on them. The communication between the cluster nodes is realised over Ethernet. The topology of the cluster is flexible and can be adapted to the dedicated application.

The different tasks of the application are realised as modules on the FPGA. Each node in the cluster provides several slots, where these modules can be placed. Each slot has the same amount of logic resources, so the modules can be distributed arbitrary on the chip. The amount of slots per FPGA is also flexible to fit the task granularity of the application. Although all slots have the same size, the different modules can exceed this. In this case the module will occupy several slots. Nevertheless, it is not possible to split a slot between two modules. Fig. 1 illustrates this exemplarily for an FPGA with 9 slots and 5 tasks. Task A needs 3 slots, Task B and Task E two, and Task C and Task D one. As depicted, the slots of such bigger tasks have to be next to each other. This requires a mapping strategy to find a good distribution of the modules to the slots. This is an independent topic and not considered in this work.

![Exemplary mapping of tasks to the module slots](image)

**IV. COMMUNICATION INFRASTRUCTURE**

The communication in the cluster is divided into two different parts; the on-chip communication and the inter-chip communication. The first one is realised by a specially developed bus architecture, the Reconf Bus (RCB). The communication between the cluster nodes is realised with a bus bridge, that connects two RCB instances on different FPGAs with each other. The data between two FPGAs is transmitted via Ethernet.

**A. On-Chip Communication: Reconf Bus**

The RCB is a bus architecture specially developed for distributed FPGA applications. Next to the support for partial reconfiguration by the possibility to disable and reset single modules, it also considers the resource restrictions of FPGAs. As several modules are placed on a single FPGA, the resources occupied by the bus have to be minimised. To achieve this, the bus can be parameterised in terms of data width, the maximum number of connectable modules, and the number of possible parallel transmissions.

The requirement for real-time capabilities leads to important characteristics of the bus; the communication is packet oriented, so the sender does not have to wait for the establishment of the communication channel. This is important especially for inter-chip communication to avoid the blocking of the complete communication line. Also the maximum packet length and waiting time are limited, so the bus will not block in case of an error inside a module. Each module has a priority value assigned to it. When two modules want to send a package at the same time, conflicts can be resolved and no module-specific behaviour has an impact on this. To avoid a permanent blocking of a module with a low priority, the values are dynamic. Each time a module successfully starts a transmission, it gets the lowest priority on the bus, while all other modules increase their priority value.

Fig. 2 shows a schematic representation of the bus architecture. It consists of a Port Connector, one or more...
Transfer Lanes, a Switch Matrix, and the central Bus Controller. The modules are connected to the Port Connector, that recognises request to the bus and forwards them to the central controller. It also contains the logic to disable and reset the modules. The Transfer Lanes handle the package transmission between two connected modules. If more than one lane is available, accordingly more packets can be transmitted in parallel. The Switch Matrix can establish arbitrary connections between the modules and the Transfer Lanes. During a transmission a Transfer Lane is connected to exactly two modules, the sender and the receiver. The central Bus Controller manages the requests of the Port Connector and the Transfer Lanes, resolves the conflicts based on the priorities, and provides the control signals for all bus components. The logic for disabling and resetting the modules can be accessed via a Control Interface.

![Fig. 2 Architecture of the Reconf Bus](image)

The depicted Adapter is not directly a component of the bus. It is used to connect the modules with the bus. An easy interface supports the module implementation, as the complex RCB protocol is realised within the Adapter. Furthermore, it has routing capabilities to enable a routing of the packets between the modules. To realise this, it provides internal ports to the module for incoming and outgoing packets. Depending on which port a packet is received, the module can handle the data differently. The outgoing ports are used to address an entry in a routing table inside the Adapter. Depending on the module's needs, the Adapter can be parameterised by the number of incoming and outgoing ports and the data width of the routing table. The routing information can be configured by sending a packet to the module, so there has to be no memory interface to configure the adapters.

B. Inter-Chip Communication: RCB-Ethernet-Bridge

The RCB-Ethernet-Bridge is realised as a module for the RCB and can be directly connected to its module ports. For the Ethernet communication the Tri-Mode Ethernet MAC IP core from XILINX is used. As the Nexys 3 boards only have one Ethernet port, this port has to be used to connect it to all neighbouring nodes. Commonly such infrastructures are realised with high-speed serial interfaces like the GTP Transceivers[11], that are also available on some Spartan-6 FPGAs. The bridge is designed to model these point-to-point-communications, so the transmission medium (Ethernet) can be changed with little effort.

The structure of a RCB-Ethernet-Bridge module is depicted in Fig. 3. To model the point-to-point-communications, the module has several connections to the RCB (Adapters). Each adapter realises a connection to a different neighbouring node. Received data and data to transmit is buffered in First-In-First-Out (FIFO) memories. To synchronise between the 100 MHz clock frequency of the RCB and the 25 MHz of the Ethernet transceiver, these FIFOs provide an independent read and write clock. Separate Finite-State-Machines (FSM) control the sending and receiving of data packets over the Ethernet core. This core provides an easy to implement LocalLink[10] interface. As the IP cores for the GTP Transceivers provide a similar interface, they can be exchanged easily by adapting the FSMs.

Data, that is received over the RCB, is stored in the TX FIFO. The Ethernet packet is sent using the User Datagram Protocol (UDP) to minimise the communication overhead, as all adapters have to share one port. The destination IP and MAC address as well as the destination port in the UDP frame can be configured for each adapter separately. The UDP port is used to select the adapter on the receiving side. The Ethernet packets are generated by the TX FSM. It checks with a round robin scheduling strategy the transmission memories of all adapters to treat the different logical connections equally.

Data, that is received over the Ethernet interface, is processed by the RX FSM. The destination port of the UDP frame is used to select the adapter to which the data is forwarded. The adapter is then responsible to send the data, using the configured routing information, over the RCB.
The FIFOs are configured to fit the maximum packet length of the RCB. As consequence they can buffer only one packet. Further packets will be dismissed as long the FIFO is not empty. For packets, that shall be sent over Ethernet, the TX FSM will start immediately sending after the first data is available in the FIFO. As the frequency, data is written to the memory, is higher than the frequency it is read out, there may be no conflicts with missing data. For data, that is received over Ethernet, the payload is extracted from the Ethernet frame. When two packets are received consecutively, the time for extracting the data from the Ethernet frame will be long enough due to the different clock frequencies for the adapter to send the packet over the RCB and clear the FIFO. So this one packet buffer has no negative impact on the communication.

With the realisation as module for the RCB, the bridge integrates seamlessly into the communication environment. As it is connected to the RCB like any other module, it forwards received packets to another node in the cluster, where the data is again forwarded over the local RCB instance. With this, there is no difference for any module on the RCB in on-chip and inter-chip communication, which will result in one logical ReconBus (see Fig. 3) and a high flexibility for the module placement.

![Fig. 3 Architecture of the RCB-Ethernet-Bridge](image)

### V. RESULTS AND CONCLUSION

To show the functionality of the communication infrastructure, a small debugging module, the UART Daemon, was developed. It is connected to a module port and to the control interface of the RCB. Over a serial interface, control information (enable/disable/reset modules) and packets can be emitted to the RCB. With this, routing information can be written to the adapters of the RCB-Ethernet-Bridge and packets can be transmitted through the cluster. Using this method, several scenarios with different cluster structures were successfully tested.

The used resources of the proposed communication infrastructure was also evaluated. For different configurations the following consumption of slices could be achieved in Table I.

<table>
<thead>
<tr>
<th>Data Width</th>
<th>Port Count</th>
<th>Lane Count</th>
<th>Adapter Count</th>
<th>Occupied Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>52%</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>59%</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>71%</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>61%</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>3</td>
<td>4</td>
<td>79%</td>
</tr>
</tbody>
</table>

The results show a comparatively high resource consumption with more than 50% of the available slices, depending on the configured structure of the cluster. This is related to the used FPGA. The XC6LX16 is one of the smallest FPGAs from the Spartan-6 family. On a XC6LX50 FPGA the used slices would represent only ≈5% to 8% of the available slices. The resource utilisation will also slightly improve for a bigger design as the synthesis tools will try to find a more optimised placement if the available resources get low.

### VI. CONCLUSION AND OUTLOOK

In this work, a very flexible and highly scalable cluster platform was presented. Its transparent communic-
tion with the available adapter simplify the integration of new modules. It could also be shown, that the needed resources are very low, so the proposed cluster platform can be realised even on very small FPGAs.

In the next step, the communication overhead shall be considered. An easy image processing, using the example of a JPEG compression, will be realised with the cluster platform. The results will then be compared with a single FPGA solution on a XILINX Virtex-6 FPGA.
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